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Abstract4

Assume you have a pizza consisting of four ingredients (e.g., bread, tomatoes, cheese5

and olives) that you want to share with your friend. You want to do this fairly, meaning6

that you and your friend should get the same amount of each ingredient. How many times7

do you need to cut the pizza so that this is possible? We will show that two straight cuts8

always suffice. More formally, we will show the following extension of the well-known Ham-9

sandwich theorem: Given four mass distributions in the plane, they can be simultaneously10

bisected with two lines. That is, there exist two oriented lines with the following property:11

let R+
1 be the region of the plane that lies to the positive side of both lines and let R+

2 be the12

region of the plane that lies to the negative side of both lines. Then R+ = R+
1 ∪R+

2 contains13

exactly half of each mass distribution. Additionally, we prove that five mass distributions14

in R3 can be simultaneously bisected by two planes.15

1 Introduction16

The famous Ham-sandwich theorem (see e.g. [17, 20]) states that any d mass distributions in17

Rd can be simultaneously bisected by a hyperplane. In particular, a two-dimensional sandwich18

consisting of bread and ham can be cut with one straight cut in such a way that each side of19

the cut contains exactly half of the bread and half of the ham. However, if two people want to20

share a pizza, this result will not help them too much, as pizzas generally consist of more than21

two ingredients. There are two options to overcome this issue: either they don’t use a straight22

cut, but cut along some more complicated curve, or they cut the pizza more than once. In this23

paper we investigate the latter option. In particular we show that a pizza with four ingredients24

can always be shared fairly using two straight cuts. See Figure 1 for an example.25

To phrase it in mathematical terms, we show that four mass distributions in the plane can26

be simultaneously bisected with two lines. A precise definition of what bisecting with n lines27

means is given in the Preliminaries. We further show that five mass distributions in R3 can28

be simultaneously bisected by two planes. These two main results are proven in Section 2. In29

Section 3 we go back to the two-dimensional case and add more restrictions on the lines. In30

Section 4 we look at the general case of bisecting mass distributions in Rd with n hyperplanes,31

and show an upper bound of nd mass distributions that can be simultaneously bisected this way.32

We conjecture that this bound is tight, that is, that any nd mass distributions in Rd can be33

simultaneously bisected with n hyperplanes. For d = 1, this is the well-known Necklace splitting34

problem, for which an affirmative answer to our conjecture is known [12, 17]. So, our general35
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Figure 1: Sharing a (not necessarily round) pizza fairly with two cuts. One person gets the parts
in the light blue region, the other person gets the parts in the green region.

problem can be seen as both a generalization of the Ham-sandwich theorem for more than one36

hyperplane, as well as a generalization of the Necklace splitting problem to higher dimensions.37

Further, our results add to a long list of results about partitions of mass distributions, starting38

with the already mentioned Ham-sandwich theorem. A generalization of this is the polynomial39

Ham-sandwich theorem, which states that any
(
n+d
d

)
− 1 mass distributions in Rd can be simul-40

taneously bisected by an algebraic surface of degree n [20]. Applied to the problem of sharing a41

pizza, this result gives an answer on how complicated the cut needs to be, if we want to use only42

a single (possibly self-intersecting) cut.43

The study of bisections with two lines was started by Bereg et al [2], who showed that three44

point sets can always be simultaneously bisected with two lines. In this paper, we provide a45

substantial strengthening of their result in two ways: (1) instead of point sets, we generalize the46

results to work with mass distributions; and (2) we show that, in fact, a fourth mass distribution47

can also be simultaneously bisected (Section 2), or we can use this extra degree of freedom to48

put more restrictions on the bisecting lines (Section 3). For example, we can find a bisection of49

three mass distributions with two lines, where one of the lines is required to pass through a given50

point in the plane, or it is required to be parallel to a given line.51

Several results are also known about equipartitions of mass distributions into more than two52

parts. A straightforward application of the 2-dimensional Ham-sandwich theorem is that any53

mass distribution in the plane can be partitioned into four equal parts with 2 lines. It is also54

possible to partition a mass distribution in R3 into 8 equal parts with three planes, but for d ≥ 5,55

it is not always possible to partition a mass distribution into 2d equal parts using d hyperplanes56

[9]. The case d = 4 is still open. A result by Buck and Buck [6] states that a mass distribution57

in the plane can be partitioned into 6 equal parts by 3 lines passing through a common point.58

Several results are known about equipartitions in the plane with k-fans, i.e., k rays emanating59

from a common point. Note that 3 lines going through a common point can be viewed as a60

6-fan, thus the previously mentioned result shows that any mass partition in the plane can be61

equipartitioned by a 6-fan. Motivated by a question posed by Kaneko and Kano [14], several62

authors have shown independently that 2 mass distributions in the plane can be simultaneously63

partitioned into 3 equal parts by a 3-fan [4, 13, 18]. The analogous result for 4-fans holds as64

well [1]. Partitions into non-equal parts have also been studied [21]. All these results give a very65

clear description of the sets used for the partitions. If we allow for more freedom, much more is66

possible. In particular, Soberón [19] and Karasev [15] have recently shown independently that67

any d mass distributions in Rd can be simultaneously equipartitioned into k equal parts by k68
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R+

R−

Figure 2: The regions R+ (light blue) and R− (green).

convex sets. The proofs of all of the above mentioned results rely on topological methods, many69

of them on the famous Borsuk-Ulam theorem and generalizations of it. For a deeper overview of70

these types of arguments, we refer to Matoušek’s excellent book [17].71

Preliminaries72

A mass distribution µ on Rd is a measure on Rd such that all open subsets of Rd are measurable,73

0 < µ(Rd) < ∞ and µ(S) = 0 for every lower-dimensional subset S of Rd. Let L be a set of74

oriented hyperplanes. For each ` ∈ L, let `+ and `− denote the positive and negative side of `,75

respectively (we consider the sign resulting from the evaluation of a point in these sets into the76

linear equation defining `). For every point p ∈ Rd, define λ(p) := |{` ∈ L | p ∈ `+}| as the77

number of hyperplanes that have p in their positive side. Let R+ := {p ∈ Rd | λ(p) is even} and78

R− := {p ∈ Rd | λ(p) is odd}. We say that L bisects a mass distribution µ if µ(R+) = µ(R−).79

For a family of mass distributions µ1, . . . , µk we say that L simultaneously bisects µ1, . . . , µk if80

µi(R
+) = µi(R

−) for all i ∈ {1, . . . , k}.81

More intuitively, this definition can also be understood the following way: if C is a cell in the82

hyperplane arrangement induced by L and C ′ is another cell sharing a facet with C, then C is83

a part of R+ if and only if C ′ is a part of R−. See Figure 2 for an example.84

Let gi(x) := ai,1x1 + . . . + ai,dxd + ai,0 ≥ 0 be the linear equation describing `+i for `i ∈ L.85

Then the following is yet another way to describe R+ and R−: a point p ∈ Rd is in R+ if86 ∏
`i∈L gi(p) ≥ 0 and it is in R− if

∏
`i∈L gi(p) ≤ 0. That is, if we consider the union of the87

hyperplanes in L as an oriented algebraic surface of degree |L|, then R+ is the positive side of88

this surface and R− is the negative side.89

Note that reorienting one line just maps R+ to R− and vice versa. In particular, if a set L90

of oriented hyperplanes simultaneously bisects a family of mass distributions µ1, . . . , µk, then so91

does any set L′ of the same hyperplanes with possibly different orientations. Thus we can ignore92

the orientations and say that a set L of (undirected) hyperplanes simultaneously bisects a family93

of mass distributions if some orientation of the hyperplanes does.94

2 Two Cuts95

In this section we will look at simultaneous bisections with two lines in R2 and with two planes96

in R3. Both proofs rely on the famous Borsuk-Ulam theorem [5], which we will use in the version97

3



of antipodal mappings. An antipodal mapping is a continuous mapping f : Sd → Rd such that98

f(−x) = −f(x) for all x ∈ Sd.99

Theorem 2.1 (Borsuk-Ulam theorem [17]). For every antipodal mapping f : Sd → Rd there100

exists a point x ∈ Sd satisfying f(x) = 0.101

The proof of the Ham-sandwich theorem can be derived from the Borsuk-Ulam theorem in102

the following way. Let µ1 and µ2 be two mass distributions in R2. For a point p = (a, b, c) ∈ S2,103

consider the equation of the line ax + by + c = 0 and note that it defines a line in the plane104

parametrized by the coordinates of p. Moreover, it splits the plane into two regions, the set105

R+(p) = {(x, y) ∈ R2 : ax + by + c ≥ 0} and the set R−(p) = {(x, y) ∈ R2 : ax + by + c ≤ 0}.106

Thus, we can define two functions fi := µi(R
+(p)) − µi(R−(p)) that together yield a function107

f : S2 → R2 that is continuous and antipodal. Thus, by the Borsuk-Ulam theorem, there is a108

point p = (a, b, c) ∈ S2, such that fi(−p) = −fi(p) for i ∈ {1, 2}, which implies that the line109

ax+ by + c = 0 defined by p is a Ham-sandwich cut. In this paper, we use variants of this proof110

idea to obtain simultaneous bisections by geometric objects that are parametrized by points in111

Sd. The main difference is that we replace some of the fi’s by other functions, whose vanishing112

enforces specific structural properties on the resulting bisecting object. We are now ready to113

prove our first main result:114

Theorem 2.2. Let µ1, µ2, µ3, µ4 be four mass distributions in R2. Then there exist two lines115

`1, `2 such that {`1, `2} simultaneously bisects µ1, µ2, µ3, µ4.116

Proof. For each p = (a, b, c, d, e, g) ∈ S5 consider the bivariate polynomial c(p)(x, y) = ax2 +117

by2 + cxy + dx + ey + g. Note that c(p)(x, y) = 0 defines a conic section in the plane. Let118

R+(p) := {(x, y) ∈ R2 | c(p)(x, y) ≥ 0} be the set of points that lie on the positive side of the119

conic section and let R−(p) := {(x, y) ∈ R2 | c(p)(x, y) ≤ 0} be the set of points that lie on its120

negative side. Note that for p = (0, 0, 0, 0, 0, 1) we have R+(p) = R2 and R−(p) = ∅, and vice121

versa for p = (0, 0, 0, 0, 0,−1). Also note that R+(−p) = R−(p). We now define four functions122

fi : S5 → R as follows: for each i ∈ {1, . . . , 4} define fi := µi(R
+(p)) − µi(R

−(p)). From123

the previous observation it follows immediately that fi(−p) = −fi(p) for all i ∈ {1, . . . , 4} and124

p ∈ S5. It can also be shown that the functions are continuous, but for the sake of readability125

we postpone this step to the end of the proof. Further let126

A(p) := det

 a c/2 d/2
c/2 b e/2
d/2 e/2 g

 .

It is well-known that the conic section c(p)(x, y) = 0 is degenerate if and only if A(p) = 0.127

Furthermore, being a determinant of a 3 × 3-matrix, A is continuous and A(−p) = −A(p).128

Hence, setting f5(p) := A(p), f := (f1, . . . , f5) is an antipodal mapping from S5 to R5, and129

thus by the Borsuk-Ulam theorem, there exists p∗ such that f(p∗) = 0. For each i ∈ {1, . . . , 4}130

the condition fi(p
∗) = 0 implies by definition that µi(R

+(p∗)) = µi(R
−(p∗)). The condition131

f5(p∗) = 0 implies that c(p)(x, y) = 0 describes a degenerate conic section, i.e., two lines, a single132

line of multiplicity 2, a single point or the empty set. For the latter three cases, we would have133

R+(p∗) = R2 and R−(p∗) = ∅ or vice versa, which would contradict µi(R
+(p∗)) = µi(R

−(p∗)).134

Thus f(p∗) = 0 implies that c(p)(x, y) = 0 indeed describes two lines that simultaneously bisect135

µ1, µ2, µ3, µ4.136

It remains to show that fi is continuous for i ∈ {1, . . . , 4}. To that end, we will show that137

µi(R
+(p)) is continuous. The same arguments apply to µi(R

−(p)), which then shows that fi,138

being the difference of two continuous functions, is continuous. So let (pn)∞n=1 be a sequence of139
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points in S5 converging to p. We need to show that µi(R
+(pn)) converges to µi(R

+(p)). If a140

point q is not on the boundary of R+(p), then for all n large enough we have q ∈ R+(pn) if and141

only if q ∈ R+(p). As the boundary of R+(p) has dimension 1 and µi is a mass distribution we142

have µi(∂R
+(p)) = 0 and thus µi(R

+(pn)) converges to µi(R
+(p)) as required.143

Using similar ideas, we can also prove a result in R3. For this we first need the following144

lemma:145

Lemma 2.3. Let h(x, y, z) be a quadratic polynomial in 3 variables. Then there are antipodal146

functions g1, . . . , g4, each from the space of coefficients of h to R, whose simultaneous vanishing147

implies that h(x, y, z) factors into linear polynomials.148

Proof. Write h as
h = (x, y, z, 1) ·A · (x, y, z, 1)T ,

where A is a 4× 4-matrix depending on the coefficients of h. It is well-known that h factors into149

linear polynomials if and only if the rank of A is at most 2. A well-known sufficient condition150

for this is that the determinants of all (3 × 3)-minors of A vanish. There are
(
4
3

)
= 4 different151

(3× 3)-minors and for each of them the determinant is an antipodal function.152

With this, we can now prove the following:153

Theorem 2.4. Let µ1, . . . , µ5 be five mass distributions in R3. Then there exist two planes `1, `2154

such that {`1, `2} simultaneously bisects µ1, . . . , µ5.155

Proof. Similar to the proof of Theorem 2.2, we map a point p ∈ S9 to a quadratic polyno-156

mial h(p)(x, y, z) (note that a quadratic polynomial in three variables has 10 coefficients). Let157

R+(p) := {(x, y, z) ∈ R3 | h(p)(x, y, z) ≥ 0} be the set of points that lie on the positive side of158

the conic section and let R−(p) := {(x, y, z) ∈ R3 | h(p)(x, y) ≤ 0} be the set of points that lie159

on the negative side. For each i ∈ {1, . . . , 5} define fi := µi(R
+(p)) − µi(R−(p)). Analogous160

to the proof of Theorem 2.2, these functions are continuous and fi(−p) = −fi(p). Further let161

g1, . . . , g4 be the four functions constructed in Lemma 2.3. Then f := (f1, . . . , f5, g1, . . . , g4) is a162

continuous antipodal mapping from S9 to R9. Thus, by the Borsuk-Ulam theorem there exists163

a point p∗ ∈ S9 such that f(p∗) = 0. Analogous to the proof of Theorem 2.2, the existence of164

such a point implies the claimed result.165

3 Putting more restrictions on the cuts166

In this section, we look again at bisections with two lines in the plane. However, we enforce167

additional conditions on the lines, at the expense of being only able to simultaneously bisect168

fewer mass distributions.169

Theorem 3.1. Let µ1, µ2, µ3 be three mass distributions in R2. Given any line ` in the plane,170

there exist two lines `1, `2 such that {`1, `2} simultaneously bisects µ1, µ2, µ3 and `1 is parallel171

to `.172

Proof. Assume without loss of generality that ` is parallel to the x-axis; otherwise rotate µ1, µ2, µ3173

and ` to achieve this property. Consider the conic section defined by the polynomial ax2 + by2 +174

cxy + dx + ey + g. If a = 0 and the polynomial decomposes into linear factors, then one of175

the factors must be of the form βy + γ. In particular, the line defined by this factor is parallel176

to the x-axis. Thus, we can modify the proof of Theorem 2.2 in the following way: we define177

f1, f2, f3 and f5 as before, but set f4 := a. It is clear that f still is an antipodal mapping. The178

zero of this mapping now implies the existence of two lines simultaneously bisecting three mass179

distributions, one of them being parallel to the x-axis, which proves the result.180
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Another natural condition on a line is that it has to pass through a given point.181

Theorem 3.2. Let µ1, µ2, µ3 be three mass distributions in R2 and let q be a point. Then there182

exist two lines `1, `2 such that {`1, `2} simultaneously bisects µ1, µ2, µ3 and `1 goes through q.183

Proof. Assume without loss of generality that q coincides with the origin; otherwise translate184

µ1, µ2, µ3 and q to achieve this. Consider the conic section defined by the polynomial ax2 +185

by2 + cxy + dx + ey + g. If g = 0 and the polynomial decomposes into linear factors, then one186

of the factors must be of the form αx + βy. In particular, the line defined by this factor goes187

through the origin. Thus, we can modify the proof of Theorem 2.2 in the following way: we188

define f1, f2, f3 and f5 as before, but set f4 := g. It is clear that f still is an antipodal mapping.189

The zero of this mapping now implies the existence of two lines simultaneously bisecting three190

mass distributions, one of them going through the origin, which proves the result.191

We can also enforce the intersection of the two lines to be at a given point, but at the cost192

of another mass distribution.193

Theorem 3.3. Let µ1, µ2 be two mass distributions in R2 and let q be a point. Then there exist194

two lines `1, `2 such that {`1, `2} simultaneously bisects µ1, µ2, and both `1 and `2 go through q.195

Proof. Assume without loss of generality that q coincides with the origin; otherwise translate196

µ1, µ2 and q to achieve this. Consider the conic section defined by the polynomial ax2+by2+cxy,197

i.e., the conic section where d = e = g = 0. If this conic section decomposes into linear factors,198

both of them must be of the form αx + βy = 0. In particular, both of them pass through the199

origin. Furthermore, as d = e = g = 0, the determinant A(p) vanishes, which implies that the200

conic section is degenerate. Thus, we can modify the proof of Theorem 2.2 in the following201

way: we define f1, f2 as before, but set f3 := d, f4 := e and f5 := g. It is clear that f202

still is an antipodal mapping. The zero of this mapping now implies the existence of two lines203

simultaneously bisecting two mass distributions, both of them going through the origin, which204

proves the result.205

4 The general case206

In this section we consider the more general question of how many mass distributions can be207

simultaneously bisected by n hyperplanes in Rd. We introduce the following conjecture:208

Conjecture 4.1. Any n · d mass distributions in Rd can be simultaneously bisected by n hyper-209

planes.210

For n = 1 this is equivalent to the Ham-sandwich theorem. Theorem 2.2 proves this conjecture211

for the case d = n = 2. We first observe that the number of mass distributions would be tight:212

Observation 4.2. There exists a family of n · d + 1 mass distributions in Rd that cannot be213

simultaneously bisected by n hyperplanes.214

Proof. Let P = {p1, . . . , pnd+1} be a finite point set in Rd in general position (no d+ 1 of them215

on the same hyperplane). Let ε be the smallest distance of a point to a hyperplane defined by216

d other points. For each i ∈ {1, . . . , nd + 1} define µi as the volume measure of Bi := Bpi(
ε
2 ).217

Note that any hyperplane intersects at most d of the Bi’s. On the other hand, for a family of n218

hyperplanes to bisect µi, at least one of them has to intersect Bi. Thus, as n hyperplanes can219

intersect at most n · d different Bi’s, there is always at least one µi that is not bisected.220
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A possible way to prove the conjecture would be to generalize the approach from Section 2221

as follows: Consider the n hyperplanes as a highly degenerate algebraic surface of degree n,222

i.e., the zero set of a polynomial of degree n in d variables. Such a polynomial has k :=
(
n+d
d

)
223

coefficients and can thus be seen as a point on Sk−1. In particular, we can define
(
n+d
d

)
− 1224

antipodal mappings to R if we want to apply the Borsuk-Ulam theorem. Using n · d of them225

to enforce the mass distributions to be bisected, we can still afford
(
n+d
d

)
− nd − 1 antipodal226

mappings to enforce the required degeneracies of the surface. There are many conditions known227

to enforce such degeneracies, but they all require far too many mappings or use mappings that228

are not antipodal. Nonetheless the following conjecture implies Conjecture 4.1:229

Conjecture 4.3. Let C be the space of coefficients of polynomials of degree n in d variables. Then230

there exists a family of
(
n+d
d

)
−nd−1 antipodal mappings gi : C → R, i ∈ {1, . . . ,

(
n+d
d

)
−nd−1}231

such that gi(c) = 0 for all i implies that the polynomial defined by the coefficients c decomposes232

into linear factors.233

5 Algorithmic aspects234

Going back to the planar case, instead of considering four mass distributions µ1, . . . , µ4, one can235

think of having four finite sets of points P1, . . . , P4 ⊂ R2. In this setting, our problem translates236

to finding two lines that simultaneously bisect these four point sets. The existence of such a237

bisection follows from Theorem 2.2 as we can always replace each point by a sufficiently small238

disk and consider their area as a mass distribution.239

An interesting question is then to find efficient algorithms to compute such a bisection given240

any four sets P1, . . . , P4 with a total of n points. For example, there exists a linear-time algorithm241

for Ham-sandwich cuts of two sets of points in R2 [16]. For the problem at hand, a trivial O(n5)242

time algorithm can be applied by looking at all pairs of combinatorially different lines. While this243

running time can be reduced using known data structures, it still goes through Θ(n4) different244

pairs of lines. An algorithm that does not consider all combinatorially different pairs of lines is245

described in the proof of the following theorem.246

Theorem 5.1. Given any four planar point sets P1, . . . , P4 with a total of n points, one can find247

two lines `1, `2 such that {`1, `2} simultaneously bisects P1, . . . , P4 in O(n
10
3 ) time.248

Proof. We know from Theorem 2.2 that a solution exists. Given a solution, we can move one of249

the lines to infinity using a projective transformation. After this transformation, the remaining250

line simultaneously bisects the four transformed point sets. In other words, given any four planar251

point sets P1, . . . , P4, we can always find a projective transformation φ such that φ(P1), . . . , φ(P4)252

can be simultaneously bisected by a single line. Checking whether four point sets can be simul-253

taneously bisected by a line can be done by first building the dual line arrangement of the union254

of the four sets in O(n2) time [7, 10] (where a point (a, b) is replaced by the line y = ax + b255

and vice versa). We can then walk along the middle level of the arrangement, keeping track256

of how many of the dual lines of each point set are above and below the middle level, which257

tells us whether somewhere along the middle level exactly half of the dual lines of every point258

set are above. For the starting point of our walk, we count the number of dual lines above and259

below the middle level in linear time and every update only needs constant time. Thus, the260

time needed after building the arrangement is bounded by the complexity of the middle level,261

which is at most O(n
4
3 ), as shown by Dey [8]. The choice of the line at infinity for a projective262

transformation of a point set corresponds to choosing the north pole (i.e., the point at vertical263

infinity, which is dual to the line at infinity) in the dual. The north pole is contained in one264

of the O(n2) cells of the dual arrangement. So in order to check for every possible projective265
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Figure 3: A dual line arrangement. The red round dot marks the cell containing the point at
vertical infinity, which results in the middle level indicated in bold red. When choosing the blue
cross as the north pole, the middle level is indicated by the dashed blue segments. Note that
these form a connected cycle in the projective plane, and that we can thus re-use the initially
computed line arrangement.

transformation φ whether φ(P1), . . . , φ(P4) can be simultaneously bisected by a line, it suffices266

to build the dual arrangement once; after that, we can check whether φ(P1), . . . , φ(P4) can be267

simultaneously bisected by a line for every combinatorially different choice of the line at infinity268

in time O(n
4
3 ) per choice. See Figure 3. As there are O(n2) combinatorially different choices269

for the line at infinity of a projective transformations (i.e., cells in the dual arrangement), the270

running time of O(n2+
4
3 ) = O(n

10
3 ) follows.271

The analysis of the above algorithm heavily depend on Dey’s result [8] on the middle level272

in arrangements. The current best lower bound on the complexity of the middle level is273

Ω(n log n) [11]. Note that in the analysis of our algorithm we implicitly use an upper bound274

of O(n
10
3 ) for the complexity of all projectively different middle levels. More formally, let c be a275

cell in the dual line arrangement A and let m(c) be the complexity of the middle level when the276

north pole lies in c. Then
∑
c∈Am(c) is upper bounded by O(n

10
3 ). However, this bound does277

not take into account that many of the considered middle levels could be significantly smaller278

than O(n
4
3 ). This gives rise to the following question.279

Question 5.2. What is the total complexity
∑
c∈Am(c) of all projectively different middle levels?280

Any improvement on the bound O(n
10
3 ) would immediately improve the bound of the running281

time of our algorithm. Further, note that the idea used for the algorithm can also be used to get282

algorithms for Theorem 3.1 and Theorem 3.2.283

Theorem 5.3. Given any three planar point sets P1, . . . , P3 with a total of n points and a line `,284

one can find two lines `1, `2 such that {`1, `2} simultaneously bisects P1, . . . , P3 and `1 is parallel285

to ` in time O(n
7
3 ).286

Proof. We know from Theorem 3.1 that a solution exists, in which we again may move one line287

to infinity, namely `1. The duals of the family of lines that are parallel to ` defines a family of288

points that are exactly the points on a vertical line v in the dual, which passes through the dual289

point `∗ of the line `. This means that, by fixing `1, we place the north pole in a cell intersected290

by the line v. As in the previous proof, we consider combinatorially different placements of `1291

and walk through the respective middle level. However, the line v intersects the interior of only292
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n cells, so we only have to walk along a linear number of middle levels in order to find a solution.293

(By the Zone theorem [3], the cells containing v can be traversed in total O(n) time.) This294

implies the runtime of O(n
7
3 ).295

While for Theorem 3.1 the intercept is the only parameter for `1 (while the slope is fixed to296

be the one of `), for Theorem 3.2 the only parameter for `1 is its slope. The dual of the lines297

through the given point q are exactly the points on the dual line q∗ of q. If instead of placing298

the north pole only in cells intersected by the line v, we place it only in cells intersected by the299

line q∗, an algorithm for Theorem 3.2 follows.300

Theorem 5.4. Given any three planar point sets P1, . . . , P3 with a total of n points and a301

point q, one can find two lines `1, `2 such that {`1, `2} simultaneously bisects P1, . . . , P3 and `1302

goes through q in time O(n
7
3 ).303

We conclude this section by giving an algorithm for our last result in two dimensions, Theo-304

rem 3.3.305

Theorem 5.5. Given any two planar point sets P1 and P2 with a total of n points and a point306

q, one can find two lines `1, `2 such that {`1, `2} simultaneously bisects P1 and P2 and both `1307

and `2 go through q in time O(n log n).308

Proof. We know from Theorem 3.3 that a solution exists. Let ` be any (non-vertical) line through309

q, not passing through any point in P = P1 ∪ P2. For any point p ∈ P that lies below `, reflect310

p at q. Clearly, this can be done in constant time for each point, so the overall runtime for this311

step is O(n). Let P ′ be the point set obtained this way. The crucial observation is that any312

solution for P ′ is also a solution for P . Order the points in P ′ along the radial order around q313

in O(n log n) time. It now remains to find an interval I in this sequence of points such that I314

contains exactly half of the points of each point set. As the size of this interval has to be |P |/2,315

there are only linearly many possible intervals, so it is an easy task to find I in linear time. The316

runtime of the algorithm is therefore dominated by the sorting step.317

6 Conclusion318

We have shown that any four mass distributions in the plane can be simultaneously bisected with319

two lines. We have also shown that we can put additional restrictions on the used lines, at the320

cost of one or two mass distributions. All of these results are tight in the sense that there is a way321

to define more mass distributions that cannot be simultaneously bisected with two lines satisfying322

the imposed restrictions. Also, all the results are accompanied by non-trivial polynomial time323

algorithms. It remains open whether these algorithms or their runtime analysis can be improved.324

Also, it would be interesting to find non-trivial lower bounds for the computational complexity325

of these problems.326

Going towards more hyperplanes in higher dimensions, we show that any 5 mass distributions327

in R3 can be simultaneously bisected with two planes. We conjecture that this is not tight. In328

fact, we conjecture that any nd mass distributions in Rd can be simultaneously bisected with329

n hyperplanes (Conjecture 4.1). We give a conjecture about the number of functions needed to330

enforce a polynomial to be highly degenerate (Conjecture 4.3) which would imply this general331

statement.332
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