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#### Abstract

Given a graph $G$ and a spanning tree $T$ of $G$, the congestion of an edge $e \in E(T)$, with respect to $G$ and $T$, is the number of edges $u v$ in $G$ such that the unique path in $T$ connecting the vertices $u$ and $v$ traverses the edge $e$. Given a connected graph $G$, the spanning tree congestion problem is to construct a spanning tree $T$ that minimizes its maximum edge congestion. It is known that the problem is NP-hard, and that every spanning tree is an $n / 2$-approximation, but it is not even known whether an $o(n)$ approximation is possible in polynomial time; by $n$ we denote the number of vertices in the graph $G$. We consider the problem on graphs with maximum degree bounded by $\Delta=\operatorname{polylog}(n)$ and describe an $o(n)$-approximation algorithm; note that even on this restricted class of graphs the spanning tree congestion can be of order $n \cdot \operatorname{polylog}(n)$.


Keywords: Graph sparsification • Congestion • Bisection • Spanning tree.

## 1 Introduction

The construction of a spanning tree of a given graph $G$ is a cornerstone problem in graph theory and computer science, explored with various objectives over the past century [3]. In the spanning tree congestion problem, the objective is to construct a spanning tree $T$ of $G$ minimizing its maximum edge congestion where the congestion of an edge $e \in T$ is the number of edges $u v$ in $G$ such that the unique path between $u$ and $v$ in $T$ passes through $e$. The problem can be viewed as an extreme instance of graph sparsification (represent the connectivity of a graph by its spanning tree), or as an instance of a graph embedding problem (embed a graph into a tree $T$, with the restriction that $T$ is a spanning tree).

The problem was first considered, as far as we know, by Simonson [14] under the name Min cut (spanning) tree arrangement; the name spanning tree congestion was coined later by Ostrovskii [10]. Even though the problem has been studied for many years, its complexity is not much understood. It is known that it is NP-hard [7,12], and that every spanning tree is an $n / 2$-approximation [11], but it is not even known whether an $o(n)$-approximation is possible in polynomial time.

### 1.1 Our Results

We restrict our attention on graphs in which the degree of every vertex is at most polylogarithmic in the number of vertices. For these graphs, the spanning tree congestion ranges between 1 and $\Theta(n \cdot \operatorname{polylog}(n))$ (cf. the lower bound (3) bellow). We describe a polynomial-time $o(n)$-approximation algorithm, namely an $\tilde{\mathcal{O}}\left(n^{1-1 /(\sqrt{\log n}-1)}\right)$-approximation ${ }^{1}$. This provides a partial answer to the question (Problem 2.21) posted by Otachi [11].

The analysis of our algorithm exploits two new lower bounds on the spanning tree congestion that are of independent interest.

### 1.2 Selected Related Results

The spanning tree congestion problem is known to be NP-complete even for graphs with one vertex of unbounded degree and all other vertices of bounded degree [2]. For planar graphs, the problem is NP-hard as well [12]. Unless P=NP, no $c$-approximation with $c$ smaller than $6 / 5$ is possible [8]. The decision version $k$-STC of the problem, to determine whether a given graph has a spanning tree congestion at most $k$, is solvable in polynomial time for $k \leq 3$, and is NPcomplete for $k \geq 5[8]$; NP-completeness of 5-STC implies the above mentioned inapproximability bound.

The problem $k$-STC can be solved in linear time for every fixed $k$ on apex-minor-free graphs, a general class of graphs containing planar graphs, graphs of bounded treewidth, and graphs of bounded genus [2] (cf. [12]). In the same paper, the authors also show that for every fixed $d$ and $k$, there is a linear time algorithm for $k$-STC on graphs with maximum degree at most $d$; the result is based on a close connection between the spanning tree congestion and the treewidth that holds for bounded degree graphs.

Regarding algorithms for the hard instances, there is an exact exponential time algorithm for solving them [9].

For a more detailed overview of other related results, we refer to the survey paper by Otachi [11].

### 1.3 Sketch of our Approximation

Our algorithm uses the Divide and conquer framework. If the graph is small enough, we use any spanning tree. Otherwise, we partition the graph by an approximation of the minimum bisection into two or more components of connectivity, each with at most $n / 2$ vertices, solve the problem recursively for each of the components, and then combine the spanning trees of the components into a spanning tree of the entire graph.

The challenge is to relate the congestion of the final spanning tree to the congestion of the optimal spanning tree. To be able to do so, we prove two

[^0]lower bounds on the spanning tree congestion. The first one provides a relation between the bisection of a graph and the spanning tree congestion (Corollary 1), the other provides a connection between the spanning tree congestion of the entire graph and the spanning tree congestion of its subgraph (Lemma 5).

The analysis of the algorithm is based on the following idea: if there is a component with large bisection, where the exact meaning of large depends on the recursion level, the combination of Corollary 1 and Lemma 5 yields a strong lower bound on the optimal spanning tree congestion ensuring that any spanning tree has the desired approximation property; on the other hand, if all components that are used by the algorithm have small bisections, then it is possible to get a stronger bound on the spanning tree congestion of the spanning tree constructed by the algorithm.

### 1.4 Preliminaries

Given an undirected graph $G=(V, E)$ and a subset of vertices $S \subset V$, we denote by $E_{G}(S, V \backslash S)$ the set of edges between $S$ and $V \backslash S$ in $G$, and by $e_{G}(S, V \backslash S)=\left|E_{G}(S, V \backslash S)\right|$ the number of these edges; if the graph which we are referring to is clear from the context, we avoid the lower index $G$. An edge $\{u, v\} \in E$ is also denoted by $u v$ for notational simplicity; when the vertices of an edge are not important, we simply talk about an edge $e \in E$. For a subset of vertices $S \subseteq V, G[S]$ is the subgraph induced by $S$. By $V(G)$, we mean the vertex set of the graph $G$ and by $E(G)$ its edge set. By $d(v)$ we denote the degree of a vertex $v \in V$, and by $\Delta(i)$ the sum of the $i$ largest vertex degrees in $G$. Given a graph $G=(V, E)$ and an edge $e \in E, G \backslash e$ is the graph ( $V, E \backslash\{e\}$ ).

Let $G=(V, E)$ be a connected graph and $T=\left(V, E_{T}\right)$ be a spanning tree of $G$. For an edge $u v \in E_{T}$, we denote by $S_{u}, S_{v} \subset V$ the vertex sets of the two connectivity components of $T \backslash u v$. We define the congestion $c(u v)$ of the edge uv with respect to $G$ and $T$ as $c(u v)=e_{G}\left(S_{u}, S_{v}\right)$. The congestion $c(G, T)$ of the spanning tree $T$ of $G$ is defined as $\max _{e \in E_{T}} c(e)$, and the spanning tree congestion $\operatorname{STC}(G)$ of $G$ is defined as the minimum value of $c(G, T)$ over all spanning trees $T$ of $G$.

A bisection of a graph with $n$ vertices is a partition of its vertices into two sets, $S$ and $V \backslash S$, each of size at most $\lceil n / 2\rceil$; in approximations, this requirement is sometimes relaxed to $2 n / 3$ (or to some other fraction). The width of a bisection $(S, V \backslash S)$ is $e(S, V \backslash S)$. The minimum width of a bisection of a graph $G$ is denoted $b(G)$.

There are several approximation and pseudo-approximation algorithms for bisection $[1,4]$. In our algorithm, the congestion of the constructed spanning tree grows exponentially with the depth of the recursion of the algorithm (cf. the proof of Lemma 7). Thus, when approximating the minimum bisection, the balance of the two parts is more important than the exact approximation factor. For this reason, we will employ the approximation algorithm by Räcke [13] and not the approximation by Arora, Rao and Vazirani [1], even though the later has better approximation.

Theorem 1 (Räcke [13]). A bisection of width within a ratio of $O(\log n)$ of the optimum can be computed in polynomial time.

We will also need an existential result about the size of the minimum exact bisection in trees.

Lemma 1 (Folklore, cf. [5]). If $T=(V, E)$ is a tree on $n$ vertices and maximum degree $\Delta$, then there exists a bisection of width at most $\Delta \cdot \log n$. Moreover, for every $k<n$, there exists a cut $S \subseteq V$ such that $|S|=k$ and $e(S, V \backslash S) \leq \Delta \cdot \log n .^{2}$

## 2 Lower Bounds

An indispensable component of the analysis of any approximation algorithm is an appropriate lower bound. In this section, we provide several known and several new lower bounds on the spanning tree congestion. Even though we do not need the old lower bounds in the analysis of our algorithm, we provide them here for comparison. The new lower bounds are not difficult to prove but we are not aware of these results; both Corollary 1 and Lemma 5 are crucial ingredients for the analysis of the algorithm in the next section.

We need two more definitions. For each pair $\{u, v\}$ of vertices of $G$ we denote by $m(u, v)$ the maximal number of edge-disjoint paths between $u$ and $v$ in $G$. The conductance $\phi(G)$ of a graph $G=(V, E)$ (a.k.a. the Cheeger constant of $G$ ) is defined as

$$
\phi(G)=\min _{\substack{S \subseteq V \\|S| \leq|V| / 2}} \frac{e(S, V \backslash S)}{\sum_{v \in S} d(v)}
$$

Lemma 2 (Folklore, cf. [11]). For every graph $G=(V, E)$ on $n$ vertices with $m$ edges,

$$
\begin{equation*}
\operatorname{STC}(G) \geq \frac{2 m}{n-1}-1 \tag{1}
\end{equation*}
$$

Lemma 3 (Ostrovskii [10]). For every graph $G=(V, E)$ of maximum degree $\Delta$ and minimum degree $\delta$,

$$
\begin{align*}
& \operatorname{STC}(G) \geq \max _{u, v \in V} m(u, v)  \tag{2}\\
& \operatorname{STC}(G) \geq \frac{\delta}{\Delta} \cdot \phi(G) \cdot(n-1)  \tag{3}\\
& \operatorname{STC}(G) \geq \delta \cdot \phi(G) \cdot\left\lfloor\frac{\operatorname{diam}(G)}{2}\right\rfloor \tag{4}
\end{align*}
$$

[^1]Lemma 4. For every graph $G=(V, E)$ on $n$ vertices with maximum degree $\Delta$, and for every $k<n$,

$$
\begin{equation*}
\operatorname{STC}(G) \geq \frac{\min _{\substack{|S| V \\|S|=k}} e(S, V \backslash S)}{\Delta \cdot \log n} \tag{5}
\end{equation*}
$$

Proof. Let $C=\min _{\substack{S \subset V \\|S|=k}} e(S, V \backslash S)$ be the minimum cut-size of a $k$-size cut in $G$ and let $T$ be the spanning tree of $G$ with the minimum congestion. By Lemma 1, for the minimum $k$-size cut $S$ of $T, e_{T}(S, V \backslash S) \leq \Delta \cdot \log n$. Thus, the congestion of the tree $T$ is at least $C /(\Delta \cdot \log n)$.

Corollary 1. For every graph $G=(V, E)$ on $n$ vertices with maximum degree $\Delta$,

$$
\begin{equation*}
\operatorname{STC}(G) \geq \frac{b(G)}{\Delta \cdot \log n} \tag{6}
\end{equation*}
$$

Before stating the next lemma, we note that the spanning tree congestion of a connected subgraph of $G$ might be much larger then the spanning tree congestion of $G$; the lemma provides some bounds on the increase.

Lemma 5. For every graph $G$ and every subset of vertices $S \subset V$ that induces a connected subgraph,

$$
\begin{equation*}
\operatorname{STC}(G) \geq \frac{S T C(G[S])}{e(S, V \backslash S)} \tag{7}
\end{equation*}
$$

Proof. Consider an arbitrary subset of vertices $S \subset V$. We start by showing a slightly different bound, namely

$$
\begin{equation*}
\operatorname{STC}(G) \geq \frac{\operatorname{STC}(G[S])}{1+\frac{e(S, V \backslash S)}{2}} . \tag{8}
\end{equation*}
$$

We do so by constructing a spanning tree of $G[S]$ of congestion at most $(1+$ $\left.\frac{e(S, V \backslash S)}{2}\right) \cdot \operatorname{STC}(G)$. Let $T$ be the spanning tree of $G$ with congestion $\operatorname{STC}(G)$. Let $F \subset E$ be the subset of edges $u v \in E$ with $u, v \in S$ such that the path between $u$ and $v$ in $T$ uses at least one vertex from $V \backslash S$. Note that for every edge $u v \in F$, the path between $u$ and $v$ in $T$ has to use at least two edges from $E(S, V \backslash S)$. Thus, $|F| \leq \mathrm{STC}(G) \cdot e(S, V \backslash S) / 2$.

Let $T^{\prime}$ be an arbitrary extension of the forest $T[S]$ into a spanning tree of $G[S]$. It follows from the above observation that the congestion $c\left(G[S], T^{\prime}\right)$ of the spanning tree $T^{\prime}$ of $G[S]$ is at most

$$
c\left(G[S], T^{\prime}\right) \leq \mathrm{STC}(G)+|F| \leq \mathrm{STC}(G)+\mathrm{STC}(G) \cdot \frac{e(S, V \backslash S)}{2},
$$

which completes the proof of the inequality (8).
At this point, we distinguish two cases. If $e(S, V \backslash S)=1$, then $\operatorname{STC}(G) \geq$ $\operatorname{STC}(G[S])=\frac{\operatorname{STC}(G[S])}{e(S, V \backslash S)}$; if $e(S, V \backslash S) \geq 2$, then $1+\frac{e(S, V \backslash S)}{2} \leq e(S, V \backslash S)$. Thus, the inequality (7) holds in both cases.

## 3 Approximation for Graphs with Degrees Bounded by Polylog

Let $G=(V, E)$ be a connected graph on $n$ vertices with maximum degree $\Delta \leq$ $\operatorname{polylog}(n)$ and let $k=k(n)=\lceil\sqrt{\log n}\rceil+1$. We construct the spanning tree of $G$ by the procedure ConstructST $(H, s, \sigma)$; the procedure is called with parameters $H=G, s=\frac{n}{2^{k-1}}, \sigma=1$.

```
Algorithm 1 ConstructST( \(H, s, \sigma\) )
    construct an approximate bisection \((S, V(H) \backslash S)\) of \(H\)
    \(F \leftarrow E(S, V(H) \backslash S) ; b \leftarrow|F|\)
    if \(b / \sigma \geq n^{1 / k}\) or \(|V(H)| \leq s\) then
        return any spanning tree of \(H\)
    for each connected component \(C\) of \(H \backslash F\) do
        \(T_{C} \leftarrow \operatorname{ConstructST}(C, s, \sigma+b)\)
    arbitrarily connect all the spanning trees \(T_{C}\) by edges from \(F\) to form
                                    a spanning tree \(T\) of \(H\)
    return \(T\)
```

Let $\tau$ denote the tree representing the recursive decomposition of $G$ (implicitly) constructed by the procedure ConstructST: The root $r$ of $\tau$ corresponds to the graph $G$, and the children of a non-leaf node $t \in \tau$ associated with a set $V_{t}$ correspond to the connectivity components of $G\left[V_{t}\right] \backslash F$ where $F$ is the set of cut edges of an approximate bisection of $G\left[V_{t}\right]$ computed by the Räcke's algorithm (Theorem 1); we denote by $b_{t}=|F|$ the width of this bisection of the subgraph $G\left[V_{t}\right]$. The level $l(r)$ of the root $r$ of $\tau$ is zero, and the level of every child $t^{\prime}$ of $t \in \tau$ is $l\left(t^{\prime}\right)=l(t)+1$. We denote by $G_{t}=G\left[V_{t}\right]$ the subgraph of $G$ induced by the vertex set $V_{t}$, by $T_{t}$ the spanning tree constructed for $G_{t}$ by the procedure ConstructST; note that for every tree node $t \in \tau$, by construction the graph $G_{t}$ is connected.

A tree node $t \in \tau$ at level $l$ is preferable if either $l=0$ and $b_{t} \geq n^{1 / k}$, or $l \geq 1$ and $b_{t} \geq n^{1 / k} \cdot \sum_{t^{\prime} \in p}^{l-1} b_{t^{\prime}}$ where $p$ is the unique path in $\tau$ between the root $r$ of $\tau$ and the immediate predecessor of the node $t$. A tree node that is not preferable is tolerable.

Lemma 6. If there is at least one preferable node $t \in \tau$, then the spanning tree constructed by the procedure CONSTRUCTST is an $\tilde{\mathcal{O}}\left(n^{1-1 / k(n)}\right)$-approximation.

Proof. Consider a preferable node $t \in \tau$ and let $l=l(t)$ denote its level. If $l=0$, by the definition of the preferable node and by the $\mathcal{O}(\log n)$ bound on the approximation ratio of the Räcke's algorithm for minimum bisection (Theorem 1) we know that the minimum bisection of $G$ is of $\operatorname{size} \Omega\left(\frac{n^{1 / k}}{\log n}\right)$. Thus, by Corollary 1,

$$
\operatorname{STC}(G)=\Omega\left(\frac{n^{1 / k}}{\Delta \cdot \log ^{2} n}\right) .
$$

If $l \geq 1$, then by the construction of the sets $V_{t^{\prime}}$ by the algorithm, it follows that $e\left(V_{t}, V \backslash V_{t}\right) \leq \sum_{t^{\prime} \in p} b_{t^{\prime}}$ where $p$ is again the unique path between the root $r$ and the immediate predecessor of $t$. Combining this bound with Lemma 5, Corollary 1, the definition of the preferable node, and the $\mathcal{O}(\log n)$ bound on the approximation of minimum bisection, we obtain

$$
\operatorname{STC}(G) \geq \frac{\operatorname{STC}\left(G_{t}\right)}{e\left(V_{t}, V \backslash V_{t}\right)}=\Omega\left(\frac{b\left(G_{t}\right)}{\Delta \cdot \log n \cdot \sum_{t^{\prime} \in p} b_{t^{\prime}}}\right)=\Omega\left(\frac{n^{1 / k}}{\Delta \cdot \log ^{2} n}\right)
$$

In both cases, the lower bound on $\mathrm{STC}(G)$ immediately yields the claim of the lemma as the congestion of any spanning tree $T$ of $G$ is at most $O(\Delta \cdot n)$.

Lemma 7. Let $t \in \tau$ be a tolerable node at level $l=l(t)$ such that all its predecessors $t_{l-1}, \ldots, t_{1}, t_{0}=r$ (i.e., the nodes on the path from $t$ to the root $r$ in $\tau$ ) are tolerable. Then

$$
\begin{equation*}
\sum_{i=0}^{l} b_{t_{i}}=\mathcal{O}\left(b_{r} \cdot n^{1-1 / k}\right) \tag{9}
\end{equation*}
$$

Proof. By induction on the level $l$ of the node $t \in \tau$, we first prove that

$$
\begin{equation*}
\sum_{i=0}^{l} b_{t_{i}} \leq b_{r} \cdot\left(1+n^{1 / k}\right)^{l} \tag{10}
\end{equation*}
$$

For $l=0$, the relation (10) asserts simply $b_{r} \leq b_{r}$, and this holds.
For the inductive step, assume that the relation (10) holds for $l$ and we want to prove it for $l+1$. As we are looking at a tolerable node, by the assumption of the lemma, we have $b_{t_{l+1}}<n^{1 / k} \cdot \sum_{i=0}^{l} b_{t_{i}}$. Thus, using the inductive assumption, we derive

$$
\begin{aligned}
\sum_{i=0}^{l+1} b_{t_{i}} & =\sum_{i=0}^{l} b_{t_{i}}+b_{t_{l+1}} \\
& \leq \sum_{i=0}^{l} b_{t_{i}} \cdot\left(1+n^{1 / k}\right) \\
& \leq b_{r} \cdot\left(1+n^{1 / k}\right)^{l+1}
\end{aligned}
$$

which completes the proof of the inequality (10).
By construction, for every node $t \in \tau$, the size of $V_{t}$ is bounded by

$$
\left|V_{t}\right| \leq \frac{n}{2^{l(t)}}
$$

Considering the condition in step 3 of the procedure ConstructsT and our choice of the value of $s=\frac{n}{2^{k-1}}$, we conclude that $l(t) \leq k-1$ for every node
$t \in \tau$. Combining this bound with the inequality (10), we obtain the desired estimate

$$
\sum_{i=0}^{l(t)} b_{t_{i}} \leq b_{r} \cdot\left(1+n^{1 / k}\right)^{k-1}=O\left(b_{r} \cdot n^{1-1 / k}\right)
$$

where the last inequality uses the bound

$$
\begin{equation*}
\left(1+n^{1 /(\sqrt{\log n}+1)}\right)^{\sqrt{\log n}} \leq 3 \cdot n^{1-1 /(\sqrt{\log n}+1)} \tag{11}
\end{equation*}
$$

which follows from the analytical properties of the functions involved.
Lemma 8. Given a graph $G=(V, E)$, a subset $S \subset V$, a spanning tree $T_{S}$ of $G[S]$, a spanning tree $T_{V \backslash S}$ of $G[V \backslash S]$, and an edge $f \in E(S, V \backslash S)$, let $T=\left(V, E\left(T_{S}\right) \cup E\left(T_{V \backslash S}\right) \cup\{f\}\right)$. Then $T$ is a spanning tree of $G$ and

$$
c(G, T) \leq \max \left\{c\left(G[S], T_{S}\right), c\left(G[V \backslash S], T_{V \backslash S}\right)\right\}+e(S, V \backslash S)
$$

Proof. The fact that $T$ is a spanning tree of $G$ follows immediately from the construction of $T$. For every $e \in E\left(T_{S}\right)$, the congestion $c(e)$ of $e$ with respect to $G$ and $T$ is at most $c(e) \leq c\left(G[S], T_{S}\right)+e(S, V \backslash S)$, similarly, for every $e \in E\left(T_{V \backslash S}\right)$, the congestion $c(e)$ of $e$ with respect to $G$ and $T$ is at most $c(e) \leq c\left(G[V \backslash S], T_{V \backslash S}\right)+e(S, V \backslash S)$, and the congestion of $f$ is at most $c(f) \leq e(S, V \backslash S)$.

Lemma 9. If there is no preferable node $t \in \tau$, then the spanning tree $T$ constructed by the ConstructST procedure is an $\tilde{\mathcal{O}}\left(n^{1-1 / k}\right)$-approximation.
Proof. Observe that for every leaf $t$ of $\tau,\left|V_{t}\right| \leq \frac{n}{2^{k-1}} \leq n^{1-1 / k}$; thus, the congestion $c\left(G_{t}, T_{t}\right)$ is at most $O\left(\Delta \cdot n^{1-1 / k}\right)$. Also note that for every leaf $t$ of $\tau$, the sum of sizes of bisections of graphs associated with the predecessors of $t$ is, by Lemma 7 , at most $O\left(n^{1-1 / k}\right) \cdot b_{r}$. Thus, by repeated application of Lemma 8 , the congestion of $T$ for $G$ is

$$
c(G, T)=O\left(\Delta \cdot n^{1-1 / k}\right) \cdot b_{r}
$$

Exploiting one more time the properties of the Räcke's approximation algorithm for minimum bisection (Theorem 1), we deduce that $\Omega\left(\frac{b_{r}}{\log n}\right)$ is a lower bound on the minimum bisection of $G$, and thus, by Corollary 1,

$$
\operatorname{STC}(G)=\Omega\left(\frac{b_{r}}{\Delta \cdot \log ^{2} n}\right)
$$

Combining this lower bound on the minimum spanning tree congestion of $G$ with the upper bound on the congestion $c(G, T)$ of the spanning tree constructed by the algorithm, the proof is completed.

Lemmas 6 and 9 yield the main theorem.
Theorem 2. ConstructsT is an $\tilde{\mathcal{O}}\left(n^{1-1 / k}\right)$-approximation algorithm for the minimum congestion spanning tree problem for graphs with maximum degree bounded by $\Delta=\operatorname{polylog}(n)$.

## 4 Conclusion

We have designed an $o(n)$-approximation algorithm for the spanning tree congestion problem for graphs with maximum degree bounded by polylog(n). Apparently, there are many open problems concerning the spanning tree congestion. Here are some of them:

P1 Is the decision problem 4-STC solvable in polynomial time, or is it NPcomplete [8]?
P2 Is it possible to extend the algorithm ConstructST to work for graphs of unbounded degree?
P3 Is the spanning tree congestion problem NP-hard for graphs with all degrees bounded by a constant? The known NP-hardness proofs require at least one vertex of unbounded degree.

To state the next problem, we need one more definition. Following Law and Ostrovskii [6], given a graph $G=(V, E)$ and an integer $c$, we define the value $f(G, c)$ as

$$
\begin{equation*}
f(G, c)=\min \{e(S, V \backslash S)|S \subset V,|S|=c, G[S] \text { is connected }\} \tag{12}
\end{equation*}
$$

They observe that

$$
\begin{equation*}
\operatorname{STC}(G) \geq \min \left\{f(G, c) \left\lvert\,\left\lceil\frac{n-1}{\Delta}\right\rceil \leq c \leq \frac{n}{2}\right.\right\} \tag{13}
\end{equation*}
$$

The above lower bound is based on the size of a cut $S$ satisfying three properties: i) the subgraph induced by $S$ is connected, ii) the subset $S$ has a prescribed size, iii) the number of edges $e(S, V \backslash S)$ is the smallest among all subsets satisfying the properties i) and ii); we are going to call the task of finding such a cut the minimum connected c-cut problem. As far as we know, if only any two of these three properties are required (i.e., minimum $c$-cut, not necessarily connected, or minimum connected cut, not necessarily of size $c$, or connected cut of size $c$, not necessarily minimum), then the problem of finding such a cut is solvable, or at least reasonably approximable, in polynomial time; however, we are not aware of any non-trivial approximation if all three requirements have to be at least approximately satisfied.

P4 Design an approximation algorithm for the minimum connected $c$-cut.
Acknowledgments The author thanks Marek Chrobak for introducing him to the spanning tree congestion problem.
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[^0]:    ${ }^{1}$ In the Big-O-Tilde notation $\tilde{\mathcal{O}}$, we ignore polylogarithmic factors; note that for every $c>0, \log ^{c} n=o\left(n^{1 /(\sqrt{\log n}-1)}\right)$.

[^1]:    ${ }^{2}$ Both results hold even in a slightly stronger form where $\Delta \cdot \log n$ is replaced by $\Delta(\log n)$, the sum of the $\log n$ largest degrees.

