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Abstract

In the spanning-tree congestion problem (STC), given a graph G, the objective is to compute
a spanning tree of G for which the maximum edge congestion is minimized. While STC is
known to be NP-hard, even for some restricted graph classes, several key questions regarding
its computational complexity remain open, and we address some of these in our paper. (i) For
graphs of maximum degree ∆, it is known that STC is NP-hard when ∆ ≥ 8. We provide a
complete resolution of this variant, by showing that STC remains NP-hard for each degree bound
∆ ≥ 3. (ii) In the decision version of STC, given an integer K, the goal is to determine whether
the congestion of G is at most K. We prove that this variant is polynomial-time solvable for
K-edge-connected graphs.

1 Introduction

Constructing spanning trees for graphs under specific constraints is a well-studied problem in graph
theory and algorithmics. In this paper, we focus on the spanning-tree congestion problem (STC),
that arises naturally in some network design and routing problems. The problem can be viewed as
a special case of the graph sparsification problem where a graph G is embedded into its spanning
tree T by mapping each edge (x, y) of G to the unique x-to-y path in T . The congestion of an
edge e ∈ T is defined as the number of edges of G whose corresponding path in T traverses e, and
the congestion of T is the maximum congestion of its edges. In the STC problem, we are given a
graph G and the objective is to compute a spanning tree with minimum congestion. This minimum
congestion value is referred to as the spanning-tree congestion of G and denoted by stc(G).

The concept of spanning-tree congestion was introduced under different names in the late
1990s [1, 30, 28, 13], and in 2003 formalized by Ostrovskii [25], who established some key prop-
erties. The problem has been extensively studied since then, and numerous results regarding its
graph-theoretic properties and computational complexity have been reported in the literature. Be-
low we review briefly those that are most relevant to our work.
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grant 24-10306S of GA ČR (J. Sgall and P. Kolman).
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STC is NP-hard, with the first NP-hardness proof given by Löwenstein [22] in 2010. It remains
NP-hard for planar graphs [27], chain graphs and split graphs [24]. On the other hand, STC is
polynomial-time solvable for a wide variety of special graph classes, including complete k-partite
graphs, two-dimensional tori [17], outerplanar graphs [3], two-dimensional Hamming graphs [16],
co-chain graphs [11], and interval graphs [21].

In the decision version of STC, in addition to a graph G we are also given an integer K, and
the goal is to determine if stc(G) ≤ K. A natural variant of STC, when the congestion parameter
K is a fixed constant (rather than given as input) is denoted K-STC. The K-STC problem was
shown to be NP-complete for K ≥ 5 by Luu and Chrobak [23], building on earlier results for larger
constants [27, 2]. On the other hand, K-STC is solvable in linear time for K ≤ 3 [27]. The complexity
status of 4-STC remains an intriguing open problem. For graphs of radius 2, K-STC is NP-complete
for K ≥ 6 [23], and its complexity is open for K = 4, 5. For any constant K, K-STC is linear-
time solvable for bounded-degree graphs, bounded-treewidth graphs, apex-minor-free graphs [2],
and chordal graphs [26].

Kolman [14] observed that the existing NP-hardness proofs used graphs of unbounded degree,
and raised the question about the complexity of STC for graphs of constant degree. For constant-
degree graphs, it has only been known that K-STC is linear-time solvable if the congestion bound
K is also constant [2]. Recently, Lampis et al. [18] reported progress on this problem, by proving
that, for any constant ∆ ≥ 8, STC is NP-hard for graphs with maximum degree ∆, leaving open
the complexity of STC for degree bounds between 3 and 7.

Our contributions. Addressing the problem left open by Lampis et al. [18], we prove (see Sec-
tion 3) the following theorem:

Theorem 1.1. Problem STC is NP-hard for graphs of maximum degree at most 3.

Naturally, this theorem is true for all degree bounds ∆ ≥ 3, and it remains true for 3-regular
graphs. (Vertices of degree 1 or 2 can be removed from the graph, without affecting its maximum
congestion value.) This result fully resolves the status of STC for bounded-degree graphs.

We also study the K-STC problem for K-edge-connected graphs (see Section 5), proving the
following theorem:

Theorem 1.2. There is an Õ(m)-time algorithm that, given a K-edge-connected graph G, deter-
mines whether stc(G) = K.

Above, m is the number of edges, and the Õ(m) time bound is actually independent of K. Our
solution is based on the so-called cactus representation of K-cuts in K-edge-connected graphs that
was developed by Dinic et al. [6] (see also [9]). We further refine this characterization for graphs
with congestion K, to obtain additional properties that lead to a fast algorithm. Besides its own
interest, this result sheds new light on the complexity of 4-STC, showing that its difficulty is related
to the presence of cuts of size less than 4 in the graph.

Other related work. General bounds for the spanning-tree congestion value have been well
studied. For graphs with n vertices and m edges it is known that the congestion is at most O(

√
mn)

and that there are graphs where this value is Ω(
√
mn) [5]. Since the congestion of an n-clique is

n−1, this implies that, somewhat counter-intuitively, the congestion value is not monotone: adding
edges can actually decrease the congestion, and quite substantially so.

This non-monotonicity is particularly challenging in the context of approximations. Indeed,
very little is known about the approximability of STC. While the upper bound of n/2 on the
approximation ratio is trivial (achieved by any spanning tree [26]), the best known lower bound
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is only 1.2, implied directly by the NP-completess of 5-STC [23]. In a recent work, Kolman [15]
developed an algorithm with approximation ratio Õ(∆), where ∆ is the maximum vertex degree.
Yet the general problem remains open; in particular it is not known if it is possible to achieve ratio
O(nδ), for some δ < 1.

The spanning-tree congestion is related to the tree spanner problem which seeks a spanning
tree with minimum stretch factor. The two problems are in fact equivalent in the case of planar
graphs: the spanning-tree congestion of a planar graph is equal to the minimum stretch factor of
its dual plus one [8, 27] (cf. [4, 8, 7] and the references therein for further discussion). It is worth
mentioning here that the complexity status of the tree 3-spanner problem has remained open since
its introduction in 2014 [4].

The STC problem can be relaxed by dropping the restriction that the tree to be computed is a
spanning tree of the graph. In this version, the tree must include all vertices, but its edges do not
need to be present in the underlying graph. This variant arises in the context of multi-commodity
tree-based routing [29, 13], and appears to be computationally easier that STC, as it admits an
O(logn) approximation.

Readers interested in learning more about the STC problem are referred to the survey by
Otachi [26] that covers the state-of-the-art as of 2020, and to the recent paper by Lampis et al. [18]
that has additional information about some recent work, in particular about the parametrized com-
plexity of STC.

2 Preliminaries

Throughout the paper, by G = (V,E) we denote an undirected graph with vertex set V and edge
set E. For a vertex u, by Eu we denote the set of edges incident with u and by Nu or N(u) we
denote the set of u’s neighbors. We extend this notation naturally to sets of vertices. For a set of
edges E′ ⊆ E, V (E′) denotes the set of all vertices incident with some edge of E′.

Recall that a connected graph G = (V,E) is said to be K-edge-connected if it remains connected
even after removing K − 1 edges. For any subset X /∈ {∅, V } of vertices, by ∂X (or ∂X̄) we denote
the set of edges between X and X̄ = V \X, and we call it a cut. We refer to X and X̄ as the shores
of cut ∂X. If |∂X| = K, we say that ∂X is a K-cut, and if |X| = 1 or |X̄| = 1 then we call cut ∂X
trivial.

If T is a spanning tree of G and e is an edge of T , removing e from T disconnects T into two
connected components. Given a vertex x of T , we denote the component containing x by T+x

e

and the component not containing x by T−x
e (we interpret these as sets of vertices of G). The cut

∂T+x
e = ∂T−x

e = ∂Te is called the cut induced by e. (So T+x
e and T−x

e are its two shores.) Its
cardinality |∂Te| is called the congestion of e in T and is denoted by cngG,T (e), or cngT (e) if G
is understood from context. The congestion of tree T , denoted cng(G,T ), is the maximum edge
congestion in T . The minimum value of cng(G,T ) over all spanning trees T of G is called the
spanning-tree congestion of G and is denoted stc(G). It is easy to see that this definition, expressed
in terms of induced cuts, is equivalent to the definition given at the beginning of Section 1.

3 NP-Hardness for Degree-3 Graphs

In this section we prove Theorem 1.1. Our proof is via a polynomial-time reduction from an NP-
complete version of SAT (defined below), mapping a boolean expression ϕ into a graph G and integer
K, such that stc(G) ≤ K if and only if ϕ is satisfiable. G consists of multiple gadget subgraphs,
some corresponding to variables and some to clauses, as well as one additional root gadget, with
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appropriate connections in and between these gadgets. Some gadgets are constructed from smaller
sub-gadgets. The most basic gadget is called a double-weight gadget, and it allows us to use edges that
are assigned two weight values, with appropriate interpretation. Using double-weighted edges, we
construct a more complex flower gadget that will be used as the root gadget and as the gadgets for
some clauses. The restriction to degree 3 makes these constructions quite intricate. A considerably
simpler proof for graphs of degree at most 4 can be found in Appendix A.

Problem (M2P1N)-SAT. This is an NP-complete restriction of SAT [23], whose instance is a
boolean expression in conjunctive normal form with the following properties:
(i) each clause contains either three positive literals (3P-clause), or two positive literals (2P-clause),

or two negative literals (2N-clause), and
(ii) each variable appears exactly three times, exactly once in each type of clause, and any two

clauses share at most one variable.
We use the following conventions: letter ϕ is an instance of (M2P1N)-SAT, boolean variables are

denoted with Latin letters x, y, z, while for clauses we use Greek letters κ, α, β, γ and π. Typically,
α, β and γ denote a 2N-clause, 3P-clause and 2P-clause, respectively, κ is a clause of any type, and
π is a positive clause. For a variable x, by the 2N-clause of x we mean the unique 2N-clause that
contains the negative literal of x. Similarly, the 2P- and 3P-clauses of x are the unique 2P- and
3P-clauses, respectively, that contain the positive literal of x.

Double weights. In the graph we construct from an instance of (M2P1N)-SAT we will need the
notion of double-weighted edges, introduced by Luu and Chrobak [23]. Consider a pair of weight
functions w1,w2 : E → {1, ...,M}, where M is a positive integer whose value is polynomial in n.
Given a spanning tree T and an edge e = (u, v) ∈ T , we define the weighted congestion of e to be

cngG,T (e) = w2(e) +
∑

e′∈∂Te\{e}w1(e
′) .

The definitions of cng(G,T ) and stc(G) extend naturally to double-weighted graphs. We also define
the weighted degree of v to be degG(v) =

∑
(u,v)∈E w1(u, v). (Note that it depends only on weight

function w1.) As long as the meaning is clear from context, we will often drop the word weighted
and write simply congestion or degree, while we mean the weighted versions of these terms.

When w1(e) = w2(e) = 1, we say that e is unweighted. For a double-weighted edge e with
(a, b) = (w1(e),w2(e)), we write its weight as a :b.

We will only use weight functions such that w1(e) ≤ w2(e) for each e ∈ E, so one can think of
w1 as the light weight function and w2 as the heavy weight function. An important intuition is that
the edges in T contribute their heavy weight to their induced cuts, while other edges contribute
their light weight to the cuts they belong to. This is why using double-weight edges gives us more
control over the structure of trees with optimal congestion, thus greatly simplifying the construction
of our target graph.

An edge e = (u, v) with w1(e) = w2(e) can be replaced by w1(e) edge-disjoint paths from u to
v without affecting the congestion or vertex degrees. As shown by Luu and Chrobak [23], this idea
can be extended to unequal double weights: in a graph G, an edge with weight a :b (under some mild
assumptions) can be replaced by an appropriate double-weight gadget, so that the resulting graph G′

has the property that stc(G) ≤ K if and only if stc(G′) ≤ K. In their construction, the maximum
degree of G′ becomes large if b is large. Lampis et al. [18] provide a low-degree double-weight gadget,
but it is not sufficient for our purpose (because it contains vertices of degree 4).

The construction of our degree-3 double-weight gadget W(a, b), where a, b represent a double
weight a : b, is given in Appendix B. There, we also prove (see Lemma B.1) that for a < b and
b− a ≤ K − 2, W(a, b) has the following property: if the maximum degree in G is ∆ ≥ 3 and G′ is
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the graph obtained from G by replacing an edge with weight a :b by a copy of W(a, b) then (i) the
naximum degree in G′ is also ∆ and (ii) stc(G) ≤ K if and only if stc(G′) ≤ K.

Flowers. One can think of our construction as having an intermediate implicit step, where variables
and clauses are mapped into vertices of an auxiliary graph G∗ that also contains a high-degree root
vertex. To obtain the final graph G, the high-degree vertices are replaced by other appropriate
gadgets. One gadget is called a flower, and it will be used to replace 2N-clause vertices and the
root vertex of G∗. One other (unnamed) gadget, with a slightly different functionality, will be used
as the variable gadget.

An ℓ-terminal flower gadget with integrality K, denoted F(ℓ,K), is the following graph:
• It has 3ℓ vertices c1, . . . , cℓ, d1, . . . , dℓ, and t1, . . . , tℓ, that we call the core, dummy, and

terminal vertices, respectively. Vertex c1 is special and is designated as the center of the
flower.

• For each i ∈ [ℓ]1, it has the following edges (indexing is cyclic, so ℓ + 1 = 1): (i) (ci, ci+1),
(ti, di) and (ti, di+1), all with weight 1, (ii) (ci, di) with weight 1 :K − 1 for i ̸= 1 and weight
1 for i = 1.
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<latexit sha1_base64="XiGtU2BWsw+0EnocgimUdi6i5Gc=">AAAB6nicbZDLSgMxFIZPvNZ6q3bpJliErspMheqy4KbgpqK9QDuUTJppQzOZIckIZegjuHGhiFufSNz4AC59B9PLQlt/CHz8/znknOPHgmvjOJ9obX1jc2s7s5Pd3ds/OMwdHTd1lCjKGjQSkWr7RDPBJWsYbgRrx4qR0Bes5Y+upnnrninNI3lnxjHzQjKQPOCUGGvd0t55L1dwSs5MeBXcBRSq+eL313Xto97LvXf7EU1CJg0VROuO68TGS4kynAo2yXYTzWJCR2TAOhYlCZn20tmoE3xmnT4OImWfNHjm/u5ISaj1OPRtZUjMUC9nU/O/rJOY4NJLuYwTwySdfxQkApsIT/fGfa4YNWJsgVDF7ayYDoki1NjrZO0R3OWVV6FZLrmVUuXGLVTLMFcGTuAUiuDCBVShBnVoAIUBPMATPCOBHtELep2XrqFFTx7+CL39AOXHkTk=</latexit>

c3

<latexit sha1_base64="RECqvI9QHug7FI0Oixi/Twpum/s=">AAAB6nicbZDLSgMxFIZPvNZ6q3bpJliErspMkeqy4KbgpqK9QDuUTJppQzOZIckIZegjuHGhiFufSNz4AC59B9PLQlt/CHz8/znknOPHgmvjOJ9obX1jc2s7s5Pd3ds/OMwdHTd1lCjKGjQSkWr7RDPBJWsYbgRrx4qR0Bes5Y+upnnrninNI3lnxjHzQjKQPOCUGGvd0t55L1dwSs5MeBXcBRSq+eL313Xto97LvXf7EU1CJg0VROuO68TGS4kynAo2yXYTzWJCR2TAOhYlCZn20tmoE3xmnT4OImWfNHjm/u5ISaj1OPRtZUjMUC9nU/O/rJOY4NJLuYwTwySdfxQkApsIT/fGfa4YNWJsgVDF7ayYDoki1NjrZO0R3OWVV6FZLrmVUuXGLVTLMFcGTuAUiuDCBVShBnVoAIUBPMATPCOBHtELep2XrqFFTx7+CL39AOdLkTo=</latexit>

c4<latexit sha1_base64="Tsids9d/LDKvseHzA3o2X+o1edM=">AAAB7HicbZDLSgMxFIbP1Ftbb1WXboJF6MYycVHFVcGN4Kai0xbaoWTStA3NZIYkI9Shz+DGhSJufRl3LgTfxvSy0NYfAh//fw455wSx4Nq47reTWVldW9/I5vKbW9s7u4W9/bqOEkWZRyMRqWZANBNcMs9wI1gzVoyEgWCNYHg5yRv3TGkeyTszipkfkr7kPU6JsZaHL65PcKdQdMvuVGgZ8ByK1ezD18dtLVfrFD7b3YgmIZOGCqJ1C7ux8VOiDKeCjfPtRLOY0CHps5ZFSUKm/XQ67BgdW6eLepGyTxo0dX93pCTUehQGtjIkZqAXs4n5X9ZKTO/cT7mME8MknX3USwQyEZpsjrpcMWrEyAKhittZER0QRaix98nbI+DFlZehflrGlXLlBherJZgpC4dwBCXAcAZVuIIaeECBwyM8w4sjnSfn1XmblWacec8B/JHz/gOBoJC9</latexit>

1 : K → 1
<latexit sha1_base64="Tsids9d/LDKvseHzA3o2X+o1edM=">AAAB7HicbZDLSgMxFIbP1Ftbb1WXboJF6MYycVHFVcGN4Kai0xbaoWTStA3NZIYkI9Shz+DGhSJufRl3LgTfxvSy0NYfAh//fw455wSx4Nq47reTWVldW9/I5vKbW9s7u4W9/bqOEkWZRyMRqWZANBNcMs9wI1gzVoyEgWCNYHg5yRv3TGkeyTszipkfkr7kPU6JsZaHL65PcKdQdMvuVGgZ8ByK1ezD18dtLVfrFD7b3YgmIZOGCqJ1C7ux8VOiDKeCjfPtRLOY0CHps5ZFSUKm/XQ67BgdW6eLepGyTxo0dX93pCTUehQGtjIkZqAXs4n5X9ZKTO/cT7mME8MknX3USwQyEZpsjrpcMWrEyAKhittZER0QRaix98nbI+DFlZehflrGlXLlBherJZgpC4dwBCXAcAZVuIIaeECBwyM8w4sjnSfn1XmblWacec8B/JHz/gOBoJC9</latexit>

1 : K → 1

<latexit sha1_base64="Tsids9d/LDKvseHzA3o2X+o1edM=">AAAB7HicbZDLSgMxFIbP1Ftbb1WXboJF6MYycVHFVcGN4Kai0xbaoWTStA3NZIYkI9Shz+DGhSJufRl3LgTfxvSy0NYfAh//fw455wSx4Nq47reTWVldW9/I5vKbW9s7u4W9/bqOEkWZRyMRqWZANBNcMs9wI1gzVoyEgWCNYHg5yRv3TGkeyTszipkfkr7kPU6JsZaHL65PcKdQdMvuVGgZ8ByK1ezD18dtLVfrFD7b3YgmIZOGCqJ1C7ux8VOiDKeCjfPtRLOY0CHps5ZFSUKm/XQ67BgdW6eLepGyTxo0dX93pCTUehQGtjIkZqAXs4n5X9ZKTO/cT7mME8MknX3USwQyEZpsjrpcMWrEyAKhittZER0QRaix98nbI+DFlZehflrGlXLlBherJZgpC4dwBCXAcAZVuIIaeECBwyM8w4sjnSfn1XmblWacec8B/JHz/gOBoJC9</latexit>

1 : K → 1

Figure 1: A 4-terminal flower F(4,K), and its congestion-5 spanning tree marked with thick (green) lines.

Figure 1 shows F(4,K). Notice that the core and dummy vertices have degree 3, while the
terminal vertices have degree 2 (these will be used to attach the flower to the rest of the graph via
edges with unit w1-weights). F(ℓ,K) has O(ℓ) vertices and edges, and it has a spanning tree with
congestion ℓ+ 1 given by edges (ci, ci+1), (ti, di), (ti, di+1), for i ∈ [ℓ− 1], and (tℓ, dℓ), (d1, c1).

Expanding on the intuition outlined earlier, to simulate a high-degree vertex, a flower should
ideally have the property that a spanning tree with congestion K can visit it only once in the sense
that the flower lies wholly inside one shore of any cut induced by any non-flower edge in this tree.
As this is difficult to achieve using degree-3 vertices, we instead require only the core to lie on
one shore of such cuts. To make up for this relaxation, the flower has the property that disjoint
paths touching the gadget’s terminals can be extended to disjoint paths touching the core. This
disjoint-paths property will be crucial in the proof.

Let G be a double-weighted graph, and U ⊊ V a set of vertices that induces a flower subgraph
F = F(ℓ,K) = (U,F ) such that the cut ∂U consists of exactly ℓ edges, each connected to a different
terminal in F . The intuition above is formalized below.

Observation 3.1. For any spanning tree T of G with cngG(T ) ≤ K and an edge e ∈ T \F , all the
core vertices of F belong to the same shore of the cut ∂Te.

1By [ℓ] we denote the set {1, 2, . . . , ℓ}.
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Proof. Observe first that T contains no edges between core and dummy vertices of F except (d1, c1):
if (di, ci) ∈ T for some i ̸= 1, then the cut induced by (di, ci) would have congestion K +1 (because
(di, ci) itself contributes K − 1, and there are two edge-disjoint paths from ci to di within F not
containing (di, ci)), contradicting the assumption that cngG(T ) ≤ K. Thus, T contains all but one
edge from the core c1 − c2 − ...− cℓ − c1, which implies the observation.

Note that in the flower F(ℓ,K), the ℓ length-2 paths ti − di − ci are disjoint. Thus, given a
collection of edge-disjoint paths {Pi}i∈I in G indexed by I ⊆ [ℓ], where each path Pi starts at some
ui in V − U , ends at terminal ti of F and does not contain any other vertex of F , we can easily
extend it to a collection {P ′

i}i∈I of edge-disjoint paths with each P ′
i starting at ui and ending at ci.

The reduction. Given an instance ϕ of (M2P1N)-SAT, we convert it into a double-weighted graph
G with maximum degree 3, and a constant K such that:

(∗) the boolean expression ϕ is satisfiable if and only if stc(G) ≤ K.

The weights in G will be bounded by a polynomial function of the size of ϕ; thus, per Lemma B.1
and the construction of the double-weight gadget W(a, b) in Appendix B, this reduction will be
sufficient to establish Theorem 1.1.

Let K ≥ 6 be a positive integer to be specified later, and let n,m,m1 and m2, resp., be the
number of variables, clauses, 2N-clauses and 2P-clauses of ϕ, resp. We construct a double-weighted
graph G = (V,E; w1,w2) as follows (cf. Fig. 2):

• Create a copy R of F(2m1 + m2 + n,K), that we call the root or root-gadget : it has one
terminal txR per each variable x, one terminal tγR per each 2P-clause γ, and two terminals
tα,1R and tα,2R per each 2N-clause α. (How exactly we assign terminals to clauses/variables is
irrelevant.)

• For each positive clause π, create a vertex π. For every 2N-clause α, create a flower Hα =
F(4,K), called the α-gadget or clause-gadget, and denote its terminals by tR,1

α , tR,2
α , txα, t

y
α,

where x and y are the variables in α. (How we assign labels to terminals is irrelevant).
• For each variable x, create a length-4 cycle x2N−x2P−xR−x3P−x2N with unweighted edges,

called a variable-gadget or x-gadget. (The order of vertex labels in this cycle is important.)
Then add a root-variable edge (xR, txR) with weight 1:K − 5, and clause-variable unweighted
edges (txα, x

2N), (β, x3P), (γ, x2P), where α, β, γ are the 2N-clause, 3P-clause, and 2P-clause
of x, respectively.

• For each 2P-clause γ, add one root-clause edge (γ, tγR) with weight 1:K−1. For each 2N-clause
α, add two root-clause edges (tR,1

α , tα,1R ) and (tR,2
α , tα,2R ), each of weight 1:K − 1.

<latexit sha1_base64="7lPwnoGSyhcpYjAb/lhe3q9YAv4=">AAAB8nicbZDLSsNAFIZPvNZ6q7oUJFgEVyXporosuHHZir1AGstkOmmHTmbCzEQsIUsfwY0LRdz6AH0Odz6DL+H0stDWHwY+/v8c5pwTxIwq7Thf1srq2vrGZm4rv72zu7dfODhsKpFITBpYMCHbAVKEUU4ammpG2rEkKAoYaQXDq0neuidSUcFv9SgmfoT6nIYUI20s7+Eu7WDE0pss6xaKTsmZyl4Gdw7FKozr348n41q38NnpCZxEhGvMkFKe68TaT5HUFDOS5TuJIjHCQ9QnnkGOIqL8dDpyZp8Zp2eHQprHtT11f3ekKFJqFAWmMkJ6oBaziflf5iU6vPRTyuNEE45nH4UJs7WwJ/vbPSoJ1mxkAGFJzaw2HiCJsDZXypsjuIsrL0OzXHIrpUrdLVbLMFMOjuEUzsGFC6jCNdSgARgEPMELvFraerberPdZ6Yo17zmCP7I+fgCHk5UT</latexit>

xR
<latexit sha1_base64="OulqdnWRZOcMb+JUbInKAgEipvM=">AAAB9HicbVDJSgNBEK2JW4xb1KMgg0HwFGYiRI8BLx4TMAskY+jpdJImPYvdNSFhmKPf4MWDIl495zu8+Q3+hJ3loIkPCh7vVVFVzw0FV2hZX0ZqbX1jcyu9ndnZ3ds/yB4e1VQQScqqNBCBbLhEMcF9VkWOgjVCyYjnClZ3BzdTvz5kUvHAv8NxyByP9Hze5ZSglpzRfdxCNsL4spwk7WzOylszmKvEXpBcCSaV78fTSbmd/Wx1Ahp5zEcqiFJN2wrRiYlETgVLMq1IsZDQAemxpqY+8Zhy4tnRiXmulY7ZDaQuH82Z+nsiJp5SY8/VnR7Bvlr2puJ/XjPC7rUTcz+MkPl0vqgbCRMDc5qA2eGSURRjTQiVXN9q0j6RhKLOKaNDsJdfXiW1Qt4u5osVO1cqwBxpOIEzuAAbrqAEt1CGKlB4gCd4gVdjaDwbb8b7vDVlLGaO4Q+Mjx8HtZXt</latexit>

x3P

<latexit sha1_base64="Bpb0+kaJ+AZOb6vgiWV+NOUOEwg=">AAAB9HicbVDJSgNBEK2JW4xb1KMgg0HwFGZyiB4DXjxJAmaBZAw9nU7SpGexuyYkDHP0G7x4UMSr53yHN7/Bn7CzHDTxQcHjvSqq6rmh4Aot68tIra1vbG6ltzM7u3v7B9nDo5oKIklZlQYikA2XKCa4z6rIUbBGKBnxXMHq7uB66teHTCoe+Hc4DpnjkZ7Pu5wS1JIzuo9byEYYF26TpJ3NWXlrBnOV2AuSK8Gk8v14Oim3s5+tTkAjj/lIBVGqaVshOjGRyKlgSaYVKRYSOiA91tTUJx5TTjw7OjHPtdIxu4HU5aM5U39PxMRTauy5utMj2FfL3lT8z2tG2L1yYu6HETKfzhd1I2FiYE4TMDtcMopirAmhkutbTdonklDUOWV0CPbyy6ukVsjbxXyxYudKBZgjDSdwBhdgwyWU4AbKUAUKD/AEL/BqDI1n4814n7emjMXMMfyB8fEDAyKV6g==</latexit>

x2N

<latexit sha1_base64="0HB0Uqd+u1xtH60pigv1JiAHufE=">AAAB9HicbVDJSgNBEK1xjXGLehRkMAiewkwO0WPAi8cEzALJGHo6PUmTnsXumpAwzNFv8OJBEa+e8x3e/AZ/ws5y0MQHBY/3qqiq50aCK7SsL2NtfWNzazuzk93d2z84zB0d11UYS8pqNBShbLpEMcEDVkOOgjUjyYjvCtZwBzdTvzFkUvEwuMNxxByf9ALucUpQS87oPmkjG2FSrKRpJ5e3CtYM5iqxFyRfhkn1+/FsUunkPtvdkMY+C5AKolTLtiJ0EiKRU8HSbDtWLCJ0QHqspWlAfKacZHZ0al5opWt6odQVoDlTf08kxFdq7Lu60yfYV8veVPzPa8XoXTsJD6IYWUDni7xYmBia0wTMLpeMohhrQqjk+laT9okkFHVOWR2CvfzyKqkXC3apUKra+XIR5sjAKZzDJdhwBWW4hQrUgMIDPMELvBpD49l4M97nrWvGYuYE/sD4+AEGLpXs</latexit>

x2P

<latexit sha1_base64="6OPgJizq1ZBIMV/VPDnK2xWJDxE=">AAAB/3icbVC7SgNBFJ2Nrxhfq4KNCINBsJCwmyJaBmwsBKOYB2TX5e5kkgyZfTAzK4R1Cwt/xMZCEVt/w87WL3HyKDR64MLhnHu59x4/5kwqy/o0cnPzC4tL+eXCyura+oa5udWQUSIIrZOIR6Llg6SchbSumOK0FQsKgc9p0x+cjvzmLRWSReG1GsbUDaAXsi4joLTkmTvKSx0CPL3KspvUAR734cjOPLNolawx8F9iT0mxuvdgfLUuzmue+eF0IpIENFSEg5Rt24qVm4JQjHCaFZxE0hjIAHq0rWkIAZVuOr4/wwda6eBuJHSFCo/VnxMpBFIOA193BqD6ctYbif957UR1T9yUhXGiaEgmi7oJxyrCozBwhwlKFB9qAkQwfSsmfRBAlI6soEOwZ1/+Sxrlkl0pVS7tYrWMJsijXbSPDpGNjlEVnaEaqiOC7tAjekYvxr3xZLwab5PWnDGd2Ua/YLx/A+sGmO0=</latexit>

tω,1
R

<latexit sha1_base64="w2iL9TQ4tvRBxzLYoj1FXJ+7eR4=">AAAB/XicbVDLSsNAFJ3UV62v+NiJECyCq5J0UV0W3LgQrGIf0MZwM520Q2eSMDMRagiu/A83LhRx63+4c+uXOH0stPXAhcM593LvPX7MqFS2/WXkFhaXllfyq4W19Y3NLXN7pyGjRGBSxxGLRMsHSRgNSV1RxUgrFgS4z0jTH5yN/OYdEZJG4Y0axsTl0AtpQDEoLXnmnrpNOz3gHDIv7WBg6XWWeWbRLtljWPPEmZJi9eDR+G5dXtQ887PTjXDCSagwAynbjh0rNwWhKGYkK3QSSWLAA+iRtqYhcCLddHx9Zh1ppWsFkdAVKmus/p5IgUs55L7u5KD6ctYbif957UQFp25KwzhRJMSTRUHCLBVZoyisLhUEKzbUBLCg+lYL90EAVjqwgg7BmX15njTKJadSqlw5xWoZTZBH++gQHSMHnaAqOkc1VEcY3aMn9IJejQfj2Xgz3ietOWM6s4v+wPj4Af5SmHk=</latexit>

tωR

<latexit sha1_base64="kAiHg5aoa3PciiALT/oe5hSAXxw=">AAAB7HicbZDLSsNAFIZPvNZ6qwpu3ASL0FVJuqguC25cVjBtoQllMp20QyeTMHMilNBn6MaFIm59EB/BnQ/i3ulloa0/DHz8/znMOSdMBdfoOF/WxubW9s5uYa+4f3B4dFw6OW3pJFOUeTQRieqERDPBJfOQo2CdVDESh4K1w9HtLG8/MqV5Ih9wnLIgJgPJI04JGsvzQ4akVyo7VWcuex3cJZQb537l+2PqN3ulT7+f0CxmEqkgWnddJ8UgJwo5FWxS9DPNUkJHZMC6BiWJmQ7y+bAT+8o4fTtKlHkS7bn7uyMnsdbjODSVMcGhXs1m5n9ZN8PoJsi5TDNkki4+ijJhY2LPNrf7XDGKYmyAUMXNrDYdEkUomvsUzRHc1ZXXoVWruvVq/d4tN2qwUAEu4BIq4MI1NOAOmuABBQ5TeIYXS1pP1qv1tijdsJY9Z/BH1vsPb8GSGA==</latexit>

ω
<latexit sha1_base64="WPaczgl6pSkKR6iW5hkjYtzMmBQ=">AAAB7XicbZC7SgNBFIbPxluMt6hgY7MYhFRhN0W0DNhYRjAXyC5hdjKbjJnLMjMrhCXPoI2FIra+h49g54PYO7kUmvjDwMf/n8Occ6KEUW0878vJra1vbG7ltws7u3v7B8XDo5aWqcKkiSWTqhMhTRgVpGmoYaSTKIJ4xEg7Gl1N8/Y9UZpKcWvGCQk5GggaU4yMtVrBAHGOesWSV/FmclfBX0CpfhKUvz8egkav+Bn0JU45EQYzpHXX9xITZkgZihmZFIJUkwThERqQrkWBONFhNpt24p5bp+/GUtknjDtzf3dkiGs95pGt5MgM9XI2Nf/LuqmJL8OMiiQ1ROD5R3HKXCPd6epunyqCDRtbQFhRO6uLh0ghbOyBCvYI/vLKq9CqVvxapXbjl+pVmCsPp3AGZfDhAupwDQ1oAoY7eIRneHGk8+S8Om/z0pyz6DmGP3LefwAy1pKJ</latexit>

ω

<latexit sha1_base64="RlzuhQpmIn/be2afKu+VBj7Ug6Q=">AAAB/3icbVC7SgNBFJ2Nrxhfq4KNCINBsJCwmyJaBmwsBKOYB2TX5e5kkgyZfTAzK4R1Cwt/xMZCEVt/w87WL3HyKDR64MLhnHu59x4/5kwqy/o0cnPzC4tL+eXCyura+oa5udWQUSIIrZOIR6Llg6SchbSumOK0FQsKgc9p0x+cjvzmLRWSReG1GsbUDaAXsi4joLTkmTvKSx0CPL3KspvUAR734aiceWbRKllj4L/EnpJide/B+GpdnNc888PpRCQJaKgIBynbthUrNwWhGOE0KziJpDGQAfRoW9MQAirddHx/hg+00sHdSOgKFR6rPydSCKQcBr7uDED15aw3Ev/z2onqnrgpC+NE0ZBMFnUTjlWER2HgDhOUKD7UBIhg+lZM+iCAKB1ZQYdgz778lzTKJbtSqlzaxWoZTZBHu2gfHSIbHaMqOkM1VEcE3aFH9IxejHvjyXg13iatOWM6s41+wXj/BuyLmO4=</latexit>

tω,2
R

<latexit sha1_base64="dYGDtCI/hnumr5JBM2VlkipsJkw=">AAACA3icbVDLSsNAFJ34rNVq1F3dBIvQhZSki+qy4MZlFfuAJoab6aQdOnk4MxFKCLhx5X+4UVDErT/hTvwZp4+Fth64cDjnXu69x4sZFdI0v7Sl5ZXVtfXcRn5zq7C9o+/utUSUcEyaOGIR73ggCKMhaUoqGenEnEDgMdL2hmdjv31LuKBReCVHMXEC6IfUpxikkly9KK9TOwA5wMDSy+zYytzUBhYPIHP1klkxJzAWiTUjpXqx/P3wfFNouPqn3YtwEpBQYgZCdC0zlk4KXFLMSJa3E0FiwEPok66iIQREOOnkh8w4UkrP8COuKpTGRP09kUIgxCjwVOf4XDHvjcX/vG4i/VMnpWGcSBLi6SI/YYaMjHEgRo9ygiUbKQKYU3WrgQfAAUsVW16FYM2/vEha1YpVq9QurFK9iqbIoQN0iMrIQieojs5RAzURRnfoEb2gV+1ee9LetPdp65I2m9lHf6B9/AChtJsZ</latexit>

tR,1
ω

<latexit sha1_base64="tFJKnlr2wtse2Lb7VjcMARrKAao=">AAACA3icbVDLSsNAFJ34rNVq1F3dBIvQhZSki+qy4MZlFfuAJoab6aQdOnk4MxFKCLhx5X+4UVDErT/hTvwZp4+Fth64cDjnXu69x4sZFdI0v7Sl5ZXVtfXcRn5zq7C9o+/utUSUcEyaOGIR73ggCKMhaUoqGenEnEDgMdL2hmdjv31LuKBReCVHMXEC6IfUpxikkly9KK9TOwA5wMDSy+y4mrmpDSweQObqJbNiTmAsEmtGSvVi+fvh+abQcPVPuxfhJCChxAyE6FpmLJ0UuKSYkSxvJ4LEgIfQJ11FQwiIcNLJD5lxpJSe4UdcVSiNifp7IoVAiFHgqc7xuWLeG4v/ed1E+qdOSsM4kSTE00V+wgwZGeNAjB7lBEs2UgQwp+pWAw+AA5YqtrwKwZp/eZG0qhWrVqldWKV6FU2RQwfoEJWRhU5QHZ2jBmoijO7QI3pBr9q99qS9ae/T1iVtNrOP/kD7+AGjQpsa</latexit>

tR,2
ω

<latexit sha1_base64="h++1HvDQsNSYdhue+xKtoV9f/XU=">AAAB+HicbVC7TsMwFHXKq5RHA4wwWFRITFXSoTBWYmEsiD6kNkSO67RWHSeyHUSx8iUsDCDE2n/gB9j4DT4A4T4GaDnSlY7OuVf33hMkjErlOJ9WbmV1bX0jv1nY2t7ZLdp7+00ZpwKTBo5ZLNoBkoRRThqKKkbaiSAoChhpBcOLid+6I0LSmN+oUUK8CPU5DSlGyki+XVS3+j7zdRcjpq+zzLdLTtmZAi4Td05KtSPnS4+/3+u+/dHtxTiNCFeYISk7rpMoTyOhKGYkK3RTSRKEh6hPOoZyFBHp6enhGTwxSg+GsTDFFZyqvyc0iqQcRYHpjJAayEVvIv7ndVIVnnua8iRVhOPZojBlUMVwkgLsUUGwYiNDEBbU3ArxAAmElcmqYEJwF19eJs1K2a2Wq1duqVYBM+TBITgGp8AFZ6AGLkEdNAAGKXgEz+DFerCerFfrbdaas+YzB+APrPEPiumYFg==</latexit>

txR

<latexit sha1_base64="+Ex15fFBm0djy8C27ndPwUBRtM8=">AAAB9XicbVDLSgNBEJz1GaPRqDe9DAYhp7CbQ/QY8OIxgnlAsgmzk9lkyOzsOtOrhmW/wB/w4kERT4L/4k38GSePgyYWNBRV3XR3eZHgGmz7y1pZXVvf2MxsZbd3crt7+f2Dhg5jRVmdhiJULY9oJrhkdeAgWCtSjASeYE1vdDHxm7dMaR7KaxhHzA3IQHKfUwJG6kI3uU97SYeIaEjSXr5gl+wp8DJx5qRQPSp+P7zf5Gq9/GenH9I4YBKoIFq3HTsCNyEKOBUszXZizSJCR2TA2oZKEjDtJtOrU3xqlD72Q2VKAp6qvycSEmg9DjzTGRAY6kVvIv7ntWPwz92EyygGJulskR8LDCGeRID7XDEKYmwIoYqbWzEdEkUomKCyJgRn8eVl0iiXnEqpcuUUqmU0QwYdoxNURA46Q1V0iWqojihS6BE9oxfrznqyXq23WeuKNZ85RH9gffwAZ9mWCw==</latexit>

txω
<latexit sha1_base64="58PkeMerZP8k5i9dUlsvsKX8AJw=">AAAB9XicbVDLSgNBEJyNrxiNRr3pZTAIOYXdHKLHgBePEcwDkk3onUySIbOz68yssiz7Bf6AFw+KeBL8F2/izzh5HDSxoKGo6qa7yws5U9q2v6zM2vrG5lZ2O7ezm9/bLxwcNlUQSUIbJOCBbHugKGeCNjTTnLZDScH3OG15k8up37qjUrFA3Og4pK4PI8GGjIA2Uk/3kjjtJ13g4RjSfqFol+0Z8CpxFqRYOy59P7zf5uv9wmd3EJDIp0ITDkp1HDvUbgJSM8JpmutGioZAJjCiHUMF+FS5yezqFJ8ZZYCHgTQlNJ6pvycS8JWKfc90+qDHatmbiv95nUgPL9yEiTDSVJD5omHEsQ7wNAI8YJISzWNDgEhmbsVkDBKINkHlTAjO8surpFkpO9Vy9dop1ipojiw6QaeohBx0jmroCtVRAxEk0SN6Ri/WvfVkvVpv89aMtZg5Qn9gffwAaWeWDA==</latexit>

tyω

<latexit sha1_base64="u1FrOWnzl0dz/PFCNM2NQo8DkW8=">AAAB7HicbZDLSgMxFIbPeK2tl6pLN8EiuLFMXFQRFwU3giAVnLbQlpJJM21oJjMkGaEMxYUP4MaFIi71gdz5IO5NLwtt/SHw8f/nkHOOHwuujet+OQuLS8srq5m1bG59Y3Mrv71T1VGiKPNoJCJV94lmgkvmGW4Eq8eKkdAXrOb3L0Z57Y4pzSN5awYxa4WkK3nAKTHW8vDZ1RFu5wtu0R0LzQOeQqGcu77/fng/r7Tzn81ORJOQSUMF0bqB3di0UqIMp4INs81Es5jQPumyhkVJQqZb6XjYITqwTgcFkbJPGjR2f3ekJNR6EPq2MiSmp2ezkflf1khMcNpKuYwTwySdfBQkApkIjTZHHa4YNWJggVDF7ayI9ogi1Nj7ZO0R8OzK81A9LuJSsXSDC2UXJsrAHuzDIWA4gTJcQgU8oMDhEZ7hxZHOk/PqvE1KF5xpzy78kfPxAwWukSc=</latexit>

1 : K → 1
<latexit sha1_base64="e64RDMsPlJSsmbvLG1WyVXwrs94=">AAAB7HicbZDLSgMxFIbP1FttvVRdugkWwY1lRrCKuCi4EQSp4LSFdiiZNNOGZjJDkhHKUFz4AG5cKOJSH8idD+Le9LLQ1h8CH/9/Djnn+DFnStv2l5VZWFxaXsmu5vJr6xubha3tmooSSahLIh7Jho8V5UxQVzPNaSOWFIc+p3W/fzHK63dUKhaJWz2IqRfirmABI1gby3XOrg6P24WiXbLHQvPgTKFYyV/ffz+8n1fbhc9WJyJJSIUmHCvVdOxYeymWmhFOh7lWomiMSR93adOgwCFVXjoedoj2jdNBQSTNExqN3d8dKQ6VGoS+qQyx7qnZbGT+lzUTHZx6KRNxoqkgk4+ChCMdodHmqMMkJZoPDGAimZkVkR6WmGhzn5w5gjO78jzUjkpOuVS+cYoVGybKwi7swQE4cAIVuIQquECAwSM8w4slrCfr1XqblGasac8O/JH18QMLvpEr</latexit>

1 : K → 5
<latexit sha1_base64="u1FrOWnzl0dz/PFCNM2NQo8DkW8=">AAAB7HicbZDLSgMxFIbPeK2tl6pLN8EiuLFMXFQRFwU3giAVnLbQlpJJM21oJjMkGaEMxYUP4MaFIi71gdz5IO5NLwtt/SHw8f/nkHOOHwuujet+OQuLS8srq5m1bG59Y3Mrv71T1VGiKPNoJCJV94lmgkvmGW4Eq8eKkdAXrOb3L0Z57Y4pzSN5awYxa4WkK3nAKTHW8vDZ1RFu5wtu0R0LzQOeQqGcu77/fng/r7Tzn81ORJOQSUMF0bqB3di0UqIMp4INs81Es5jQPumyhkVJQqZb6XjYITqwTgcFkbJPGjR2f3ekJNR6EPq2MiSmp2ezkflf1khMcNpKuYwTwySdfBQkApkIjTZHHa4YNWJggVDF7ayI9ogi1Nj7ZO0R8OzK81A9LuJSsXSDC2UXJsrAHuzDIWA4gTJcQgU8oMDhEZ7hxZHOk/PqvE1KF5xpzy78kfPxAwWukSc=</latexit>

1 : K → 1
<latexit sha1_base64="u1FrOWnzl0dz/PFCNM2NQo8DkW8=">AAAB7HicbZDLSgMxFIbPeK2tl6pLN8EiuLFMXFQRFwU3giAVnLbQlpJJM21oJjMkGaEMxYUP4MaFIi71gdz5IO5NLwtt/SHw8f/nkHOOHwuujet+OQuLS8srq5m1bG59Y3Mrv71T1VGiKPNoJCJV94lmgkvmGW4Eq8eKkdAXrOb3L0Z57Y4pzSN5awYxa4WkK3nAKTHW8vDZ1RFu5wtu0R0LzQOeQqGcu77/fng/r7Tzn81ORJOQSUMF0bqB3di0UqIMp4INs81Es5jQPumyhkVJQqZb6XjYITqwTgcFkbJPGjR2f3ekJNR6EPq2MiSmp2ezkflf1khMcNpKuYwTwySdfBQkApkIjTZHHa4YNWJggVDF7ayI9ogi1Nj7ZO0R8OzK81A9LuJSsXSDC2UXJsrAHuzDIWA4gTJcQgU8oMDhEZ7hxZHOk/PqvE1KF5xpzy78kfPxAwWukSc=</latexit>

1 : K → 1

<latexit sha1_base64="8inzrPdIklhQ52q0Ia5FuZ/So2Q=">AAAB8nicbVC7SgNBFL3rM8ZX1FLQwSBYhV2LaGERsLFMxDxgs4TZySQZMjuzzMwKYUnpJ9hYKGLrB/gddn6DP+FskkITD1w4nHMv99wbxpxp47pfztLyyuraem4jv7m1vbNb2NtvaJkoQutEcqlaIdaUM0HrhhlOW7GiOAo5bYbD68xv3lOlmRR3ZhTTIMJ9wXqMYGMlvx1hMyCYp7fjTqHoltwJ0CLxZqRYcY4+at8Px9VO4bPdlSSJqDCEY619z41NkGJlGOF0nG8nmsaYDHGf+pYKHFEdpJPIY3RqlS7qSWVLGDRRf0+kONJ6FIW2M4uo571M/M/zE9O7DFIm4sRQQaaLeglHRqLsftRlihLDR5ZgopjNisgAK0yM/VLePsGbP3mRNM5LXrlUrnnFyhVMkYNDOIEz8OACKnADVagDAQmP8AwvjnGenFfnbdq65MxmDuAPnPcfhsCUYQ==</latexit>R

<latexit sha1_base64="M4ghaqEamMXOl58d/ZgUUm2j56c=">AAAB/XicbVDLSsNAFJ3UV62v+NiUboJFcFUSF9WFi4KbLluwD2hCuJlO2qGTBzMToYbgr7hxoYhb/8KFO/0aJ20X2npg4HDOvdwzx4sZFdI0v7TC2vrG5lZxu7Szu7d/oB8edUWUcEw6OGIR73sgCKMh6UgqGenHnEDgMdLzJje537sjXNAovJXTmDgBjELqUwxSSa5+YgcgxxhY2szc1AYWjyFz9apZM2cwVom1INVG2a58t8sfLVf/tIcRTgISSsxAiIFlxtJJgUuKGclKdiJIDHgCIzJQNISACCedpc+MM6UMDT/i6oXSmKm/N1IIhJgGnprMs4plLxf/8waJ9K+clIZxIkmI54f8hBkyMvIqjCHlBEs2VQQwpyqrgcfAAUtVWEmVYC1/eZV0L2pWvVZvW9XGNZqjiCroFJ0jC12iBmqiFuogjO7RI3pGL9qD9qS9am/z0YK22DlGf6C9/wD7uJiG</latexit>Hω

Figure 2: The structure of G.
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By inspection, all vertices in this construction have degree 3, and w1(e) = 1 for all e ∈ E. The
number of edges |E| in G is independent of K, so we can set K = 2|E|. Our double-weighted STC
instance G is now fully specified.

Any edge belonging to a variable, clause, or root gadget is called an internal edge, while every
other edge is external. We identify flowers by the corresponding clause (or root); for example by
core of clause α we mean the core of Hα. (Similar terminology applies to flower terminals and
centers.) For the sake of uniformity, we also refer to positive-clause vertices as centers. In the proof
it will be convenient to occasionally work in the auxiliary multi-graph G∗ given by contracting all
internal edges of G, with each flower and variable gadget contracted to a single vertex, for which
we use the same notation as the gadget itself. We extend this convention to the edges in G∗: for
example a root-clause edge (tR,1

α , tα,1R ) in G between a terminal of clause α and a terminal of the
root is represented by edge (α,R) in G∗ between R and α.

Correctness. We now need to prove that our construction is correct, namely that it satisfies the
condition (∗). We prove the two implications in (∗) separately.

(⇒) Given a satisfying assignment for ϕ, we convert it into a spanning tree T for G as follows: (1)
for each gadget, add a spanning-tree of unweighted edges for this gadget to T (one always exists for
flowers and 4-cycles), (2) add all root-variable edges, (3) for each clause κ, pick any (exactly one)
variable x whose assignment satisfies κ and add the clause-variable edge from κ to x to T .

It is easy to see that T is a spanning tree for G. Furthermore, we can obtain a spanning tree T ∗

for G∗ by contracting the internal edges in G, and every clause is a leaf in T ∗. We now show that
cngG,T (e) ≤ K for all e ∈ T .

When e ∈ T is unweighted, we trivially have cngG,T (e) ≤ |E| ≤ K. Otherwise e = (x, txR) ∈ T
is an external root-variable edge, in which case the vertices for any given gadget will be together on
one shore of the cut induced by e, implying cngG,T (e) = cngG∗,T ∗(x,R). Thus, it suffices to deal
with congestion in G∗.

Let α, β, γ be the 2N-clause, 3P-clause, and 2P-clause containing x respectively. One shore of the
cut induced by (x,R) is given either by (i) {x}, (ii) {κ, x} for κ ∈ {α, β, γ}, or (iii) {x, β, γ}. In case
(i), cngG∗,T ∗(x,R) = K−5+degG∗(x)−1 ≤ K−2. In case (ii), cngG∗,T ∗(x,R) = K−5+3+2 ≤ K,
since κ is incident to at most 3 edges in the cut and x is incident to 2 edges besides (R, x). In case
(iii), cngG∗,T ∗(x,R) = K−5+2+2+1 = K, since both positive clauses are incident to 2 cut edges
while x is incident to 1 besides (R, x).
(⇐) Given a spanning tree T for G with cng(G,T ) ≤ K, our goal is to construct a satisfying
assignment for ϕ. Ideally, T would have a form similar to the spanning tree described in the
⇒ direction, but this may not be the case. Nevertheless, T has enough structure to define a
variable assignment.

First, we give a suitable definition of connection between clause-gadgets and variable-gadgets
that will be used to define our boolean assignment. For a clause κ containing variable x, a traversal
from κ to x is a path in T that starts from the center of κ and contains exactly two external edges:
the first being the clause-variable edge from κ to x (the entering edge), and the second being any
other external edge adjacent to the x-gadget (the exiting edge). We say that T traverses x from κ
when such a path exists. Intuitively, a traversal from κ to x is a natural way to lift the edge (κ, x)
from G∗ to a path in G. We emphasize that a traversal begins at the centers of flowers, as opposed
to terminals or dummy nodes; this becomes relevant later in Claim 3.3.

The following lemma is sufficient to construct an assignment for ϕ:

Lemma 3.2. Tree T has the following properties: (a) T does not contain any root-clause edges. (b)
If T traverses x from a negative clause, then T does not traverse x from any positive clause.
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Assuming the lemma above holds, we define our satisfying assignment as follows: for each
variable x, make it false if T traverses it from a negative clause, otherwise make it true. Lemma 3.2(a)
implies that T includes for each clause κ a traversal from κ to some variable x appearing in it. (In
particular, a traversal appears as a prefix of the path in T from κ’s center to the center of the root.)
x is false when κ is negative by definition of the assignment, and x is true when κ is positive by
Lemma 3.2(b). Therefore all clauses are satisfied.

Proof. First we prove Lemma 3.2(a). Suppose for contradiction that T contains some root-clause
edge e from a two-literal clause κ. If κ = α is a 2N-clause, then e = (tR,j

α , tα,jR ), for j ∈ {1, 2},
and there are two edge-disjoint paths (neither containing e) from tR,j

α to tα,jR : for each variable x
of α, walk from α to the x-gadget, and then to the root. (By the structure of flowers, discussed
earlier, we can ensure that these two paths are indeed edge-disjoint.) This implies that cngG,T (e) ≥
w2(e) + 2 = K − 1+ 2 = K +1, contradicting cngG(T ) ≤ K. A similar reasoning applies when κ is
a 2P-clause.

Next we prove Lemma 3.2(b). Let x be a variable and α, β, γ be the 2N-clause, 3P-clause, and
2P-clause of x, respectively. Assume for contradiction that T traverses x from α and at least one
positive clause β or γ. We show that this assumption implies that cngG(T ) > K. First we prove
the following claim.

Claim 3.3. For some clause π ∈ {β, γ}, the path in T from the center of α to π contains exactly
two external edges, the first being the clause-variable edge

(
txα, x

2N
)

from α to x, and the second
being the clause-variable edge

(
γ, x2P

)
or

(
β, x3P

)
from x to π.

To justify Claim 3.3, let P be a traversal from α to x. If the exiting edge of P is
(
x2P, γ

)
(resp.(

x3P, β
)
), then P is simply the path in T from the center of α to γ (resp. β), and the claim is

satisfied for π = γ (resp. β). Otherwise, the exiting edge of P is
(
xR, txR

)
, which of course implies

that x2N and xR are both in P . Now let π ∈ {β, γ} be a clause where T traverses x from π, and
let P ′ be a corresponding traversal. Then in P ′, the entering edge must be succeeded by an edge
containing v ∈

{
x2N, xR

}
, due to the way variable gadgets are labeled. This implies that P and P ′

overlap. The path from α’s center to π is then given by joining the sub-path in P from the center
of α to v, followed by the sub-path in P ′ from v to π. Claim 3.3 then follows.

Continuing the proof of Lemma 3.2(b), let π ∈ {β, γ} be a clause satisfying Claim 3.3. By
Lemma 3.2(a), the path in T from the center of α to the center of the root must contain some
root-variable edge; suppose e =

(
yR, tyR

)
is the first such edge on this path. Clearly, the center

of the root lies on the shore T−yR
e of the cut ∂Te, while the center of α lies on the opposite shore

T+yR
e . On the other hand, the path described in Claim 3.3 does not contain any root-variable edges,

implying that π and x2N also lie on shore T+yR
e . In conjunction with Observation 3.1, we obtain:

Corollary 3.4. The core of the root is on the shore T−yR
e , while x2N, π, and the core of α are on

the shore T+yR
e .

We now show that cngT (e) > K. The definition of (M2P1N)-SAT implies that there are four
distinct variables z1, z2, z3, z4, none equal to x, such that z1 ∈ α, z2, z3 ∈ β, and z4 ∈ γ. This in
turn implies that there are 7 edge-disjoint paths crossing ∂Te. In particular, each path begins at
either x2N, π, or a core vertex of α, then ends at a core vertex of the root. As explained in the
discussion of flower gadgets, it is sufficient to specify terminals as path endpoints. Three of these
paths are

tR,1
α − tα,1R , tR,2

α − tα,2R , tz1α − z2N1 − z2P1 − zR1 − tz1R .
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The choice of the four remaining paths depends on whether π = β or γ. If π = β, these paths are

x2N − x3P − xR − txR, β − z3P2 − zR2 − tz2R ,

β − z3P3 − zR3 − tz3R , x2N − x2P − γ − tγR.

If π = γ, these paths are

x2N − x2P − xR − txR, γ − tγR,

γ − z2P4 − zR4 − tz4R , x2N − x3P − β − z3P2 − zR2 − tz2R .

At most one of these paths contains e, implying cngG,T (e) ≥ K − 5 + 6 = K + 1, contradicting
cng(G,T ) ≤ K. This completes the proof of Lemma 3.2.

4 Cactus Representation and Spanning-Tree Congestion

In this section, laying the groundwork for our algorithm in Section 5, we analyze the structure
of K-edge-connected graphs whose spanning-tree congestion is K. We start, in Section 4.1, by
reviewing the properties of K-edge-connected graphs, captured by so-called cactus representation.
Then, in Section 4.2, we focus on the special case of graphs with congestion K, and we prove that
this congestion assumption implies additional structural properties of such graphs, that will lead to
an efficient algorithm.

Throughout this section we assume that G = (V,E) is a given K-edge-connected graph with
n = |V | vertices and m = |E| edges.

4.1 Cactus Representation

Two cuts ∂X and ∂Y are called nested if one of the four pair-wise shore intersections X ∩Y , X̄ ∩Y ,
X ∩ Ȳ and X̄ ∩ Ȳ is empty. If all four intersections are non-empty then we say that cuts ∂X and
∂Y cross. A family of cuts is called laminar if any two cuts in it are nested. By ∂Y X we denote
the subset of cut ∂X consisting of edges whose both endpoints are in Y .

Theorem 4.1. [6]. Let G be a K-edge-connected (multi-)graph.
(a) If K is odd, then G has no crossing K-cuts. That is, the family of K-cuts is laminar.
(b) If K is even, then any two crossing K-cuts ∂X, ∂Y in G satisfy |∂Y X| = |∂Ȳ X| = |∂Y X̄| =
|∂Ȳ X̄| = K/2. There are no edges between X ∩Y and X̄ ∩ Ȳ , and between X ∩ Ȳ and X̄ ∩Y .

This theorem can be refined to produce an even more informative representation of K-cuts,
in terms of so-called cactus graphs. For cactus graphs, we will use terminology of nodes and links
(instead of vertices and edges). A connected multigraph is called a cactus graph if every link belongs
to exactly one cycle. (Equivalently, it is a 2-edge-connected graph whose biconnected components
are cycles.) Cactus cycles of length 2 are called trivial. A degree-2 node of a cactus is called an
external node, and any other node is called an internal node. From the definition, it follows that
each cactus has at least one external node. If all its cycles are trivial, the cactus forms a tree whose
adjacent nodes are connected by two parallel links and the external nodes are its leaves.

Theorem 4.2. [6]. Let G = (V,E) be a K-edge-connected graph. Then there is a cactus graph
CG = (U,F ) and an associated mapping ϕ : V → U with the following properties:
(a) For each set X ⊆ V , ∂X is a K-cut if and only if X = ϕ−1(Q) for some Q ⊆ U such that ∂Q

is a 2-cut of CG.
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∂X ∂Y

Figure 3: A 4-edge-connected multigraph and all its 4-cuts. Parallel lines represent double parallel edges.
Each vertex vi is identified by its index i. For X = {v4, v5, v6, v7, v8} and Y = {v1, v2, v3, v4, v5, v6, v7}, cuts
∂X, ∂Y cross.

(b) If K is odd, then all cycles in CG are trivial; that is, CG is a tree with adjacent nodes connected
by two parallel links.

The pair CG, ϕ is called a cactus representation of G (see Figures 3 and 4). A cactus represen-
tation of G of size O(n) can be computed in near-linear time Õ(m) [12].

6

7

5

1,3 

4

2

8

9,11

10

1213

∅∅

Figure 4: A cactus representation of the graph from Figure 3. The numbers represent indices of vertices in
G that are mapped by ϕ to the corresponding node in CG. Note that the pre-image of a node in CG could
be empty.

Basic K-cuts. Per Theorem 4.2, each K-cut of G is represented by a 2-cut of CG. Each 2-cut of
CG consists of two links that belong to the same cycle. Thus, a cycle of length ℓ in CG represents(
ℓ
2

)
K-cuts of G. Two K-cuts cross in G if and only if they are represented by two crossing 2-cuts

of CG; that is, the four links in these two 2-cuts belong to the same cycle and alternate in the order
around this cycle.

A shore of any K-cut represented by two non-adjacent links of this cycle can be obtained as a
union of shores of K-cuts represented by pairs of its consecutive links. For our purpose it is sufficient
for us to focus on this subset of ℓ cuts represented by such link pairs. This motivates the following
definition.

A K-cut ∂X in G is called a basic K-cut if it is represented by a pair of links of CG that share
a node. If this shared node is b, we say that ∂X is a basic K-cut associated with b. Note that
K-cuts represented by two parallel links are also basic and are associated with both endpoints of
these links.

From now on, as a rule, when talking about a cut ∂X associated with b, we will represent it by
X = ϕ−1(Q) for the shore Q in the 2-cut of CG that does not contain b.

For each node b ∈ CG of degree 2d, the links incident with b form d disjoint pairs with each
pair on the same cycle of CG. All the basic K-cuts associated with b are then given by these pairs.
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Representing them by ∂Z1, . . . , ∂Zd as described above, all the sets Z1, . . . , Zd form a disjoint
partition of the set V \ ϕ−1(b).

Basic K-cuts form a laminar family. In fact, Theorem 4.1 implies even the following two stronger
properties that will be crucial for our algorithm.

Observation 4.3. (a) A basic K-cut does not cross any other K-cut (even a non-basic one).
(b) Let ∂Z1, . . . , ∂Zd be all basic K-cuts associated with b ∈ CG. Then for any K-cut ∂Y , there

exists j for which either Y ⊆ Zj or Ȳ ⊆ Zj.

4.2 Cactus Representation for Graphs with Congestion K

We now assume that stc(G) ≤ K, and we show that this assumption implies additional properties
of G’s cactus representation. These properties will play a critical role in our algorithm.

By T̃ we denote a spanning tree of G with cngG(T̃ ) ≤ K. Note that by the assumption about
K-edge-connectivity, |Eu| ≥ K for each vertex u, and stc(G) = K. So each edge e of T̃ induces
a K-cut, i.e., we have |∂T̃e| = K. In particular, every leaf u of T̃ has degree exactly K in G and
Eu = ∂{u} is a (trivial) K-cut.

Observation 4.4. For every node b ∈ CG, we have |ϕ−1(b)| ≤ 1.

Proof. Suppose that ϕ−1(b) contains two distinct vertices u and v. Then none of the K-cuts repre-
sented by CG separates u from v. On the other hand, any edge on the u-to-v path in T̃ induces a
K-cut separating u and v, a contradiction.

By Observation 4.4, each node b of CG can be classified into one of the two categories: either
ϕ−1(b) = ∅, in which case we refer to b as a Type-0 node, or |ϕ−1(b)| = 1, in which case we call it
a Type-1 node. This is refined further in the observation below that follows directly from the fact
that if deg(u) = K then Eu = ∂{u} is a trivial K-cut and ϕ(u) is a Type-1 external node of CG.

Observation 4.5. Every node b ∈ CG is of one of the following three types:
(i) an external Type-1 node with b = ϕ(u) for a vertex u of degree exactly K,
(ii) an internal Type-1 node with b = ϕ(u) for a vertex u of degree strictly greater than K, or
(iii) an internal Type-0 node.

Basic K-cuts associated with cactus nodes. A key property of T̃ that we use in our algorithm
is that for any basic K-cut ∂X, all edges in T̃ ∩ ∂X share an endpoint w. Lemmas 4.6 and 4.7
below show an even stronger property, namely for any node b, for all basic cuts associated with b,
this common endpoint will be the same; furthermore for Type-1 node b, we have ϕ(w) = b, i.e., we
have only this single choice for the common endpoint w. See Figure 5 for an illustration.

Lemma 4.6. Let b be a Type-1 node and w ∈ V such that ϕ(w) = b. Let ∂Z1, . . . , ∂Zd be all basic
K-cuts associated with b. Then T̃ ∩⋃d

i=1 ∂Zi ⊆ Ew.

Proof. It is sufficient to prove that for any i ̸= i′, there is no edge in T̃ connecting Zi and Zi′ . For
a contradiction, assume that u ∈ Zi, v ∈ Zi′ , and (u, v) ∈ T̃ . Now consider the first edge e on the
path from w to u in the spanning tree T̃ . Edge e induces a K-cut ∂Y = ∂T̃e with has both u and
v in the same shore and w in the other shore. Thus for any j, none of the shores of ∂Y can be
contained in some set Zj . This contradicts Observation 4.3.

Lemma 4.7. Let b be a Type-0 node, and let ∂Z1, . . . , ∂Zd be all basic K-cuts associated with b.
Then there exists j and w ∈ Zj such that T̃ ∩⋃d

i=1 ∂Zi ⊆ Ew.
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Figure 5: On the left, an illustration of Lemma 4.6. On the right, an illustration of Lemma 4.7. In both
examples K = 8 and d = 4. Edges in T̃ that cross the basic K-cuts ∂Zi are green (dark) and thick, non-tree
edges are brown (light) and thin.

Proof. Suppose, towards contradiction, that the claim in the lemma is false. That is, there are edges
(u, v), (u′, v′) ∈ T̃ ∩⋃d

i=1 ∂Zi with all endpoints u, v, u′, v′ distinct. Consider the unique path in T̃
from {u, v} to {u′, v′} that does not include edges (u, v) and (u′, v′). Let e be any edge on this path
and let ∂Y = ∂T̃e be the K-cut induced by e. Then ∂Y separates {u, v} from {u′, v′}. However, u
and v are in two different sets Zi; the same holds for u′ and v′. Thus for any j, none of the shores
of ∂Y can be contained in some set Zj . This contradicts Observation 4.3.

The corollary below will play a key role in our algorithm, and it follows directly from Lemmas 4.6
and 4.7, as each basic cut is associated with some node b.

Corollary 4.8. For any basic K-cut ∂Z of G, all edges in T̃ ∩ ∂Z have a common endpoint.

Basic K-cuts of cactus cycles. Assume now that K is even, and let C = a0−a1− . . .−aℓ−1−a0
be a non-trivial cycle in CG, so ℓ ≥ 3. We index C cyclically, i.e., ai = ai (mod ℓ), for all integers i.
For each i, the two consecutive links (ai−1, ai) and (ai, ai+1) of C form a 2-cut ∂Qi of CG, where
the shore Qi is chosen so that ai ∈ Qi. Let ∂Zi be the basic K-cut in G represented by the 2-cut
∂Qi, with Zi = ϕ−1(Qi). The sets Z0, ..., Zℓ−1 form a partition of V , that is Zi ∩ Zi′ = ∅ for i ̸= i′

and
⋃ℓ−1

i=0 Zi = V . By Theorems 4.1 and 4.2, for any i, there are exactly K/2 edges between Zi and
Zi+1, i.e., |∂Zi ∩ ∂Zi+1| = K/2; we call this set ∂Zi ∩ ∂Zi+1 of K/2 edges a half-K-cut. It follows
that ∂Zi ∩ ∂Zi′ = ∅ if ai and ai′ are not consecutive on C, i.e., whenever i− i′ /∈ {1,−1} (mod ℓ).

Next, in the lemma below, we show that T̃ traverses the cuts represented by C in a very restricted
way: for some index g, the edges of T̃ form a length-(ℓ− 1) path that traverses consecutive half-K-
cuts from Zg to Zg+ℓ−1 = Zg−1, and the only other edges of T̃ in the cuts of C are between wg+1

and Zg and between wg−2 and Zg−1. In particular, T̃ has no edges in the half-cut ∂Zg−1 ∩ ∂Zg.
(See Figure 6.)

Lemma 4.9. There is an index g and vertices wg, wg+1, . . . , wg+ℓ−1 = wg−1, with wi ∈ Zi for
i = g, . . . , g + ℓ− 1, such that the edge set T̃ ∩⋃ℓ−1

i=0 ∂Zi has the following form:
(i) T̃ ∩ ∂Zi ∩ ∂Zi+1 = {(wi, wi+1)} for i = g + 1, . . . , g + ℓ− 3,
(ii) (wg, wg+1) ∈ T̃ ∩ ∂Zg ∩ ∂Zg+1 ⊆ Ewg+1, (wg−2, wg−1) ∈ T̃ ∩ ∂Zg−1 ∩ ∂Zg−2 ⊆ Ewg−2, and
(iii) T̃ ∩ ∂Zg ∩ ∂Zg−1 = ∅.

Proof. First observe that if T̃ contains two edges in adjacent half-K-cuts, say ei−1 ∈ T̃ ∩∂Zi−1∩∂Zi

and ei ∈ T̃ ∩ ∂Zi ∩ ∂Zi+1, then, by Corollary 4.8, they have a common endpoint wi. Further, since
Zi−1 ∩ Zi+1 = ∅ (and ℓ ≥ 3), we must have wi ∈ Zi.
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Figure 6: An illustration of Lemma 4.9, for K = 8, ℓ = 6 and g = 4.

It is not possible for each half-K-cut ∂Zi ∩ ∂Zi+1 to have an edge from T̃ , because then, by the
observation from the previous paragraph, these edges would form a cycle. Choose one g for which
T̃ ∩ ∂Zg ∩ ∂Zg−1 = ∅. So (iii) is already true. Since T̃ is spanning, all other half-K-cuts intersect
T̃ . Choose one edge from T̃ ∩ ∂Zi ∩ ∂Zi+1 for each i ̸= g − 1. Using the observation from the first
paragraph, these chosen edges form a path wg, . . . , wg+ℓ−1 with wi ∈ Zi for i = g, . . . , g+ ℓ− 1, and
this path satisfies properties (i) and (ii).

5 A Linear-Time Algorithm

In this section we prove Theorem 1.2, by developing an Õ(m)-time algorithm that, given a K-edge-
connected graph G, determines whether stc(G) = K. We start by sketching the basic ideas leading
to our algorithm.

A natural attempt to design an algorithm would be to exploit the tree-like structure of cactus
graphs, applying the dynamic programming strategy to recursively compute some congestion-related
information for the K-cuts of G. The first challenge one encouters is that in general (for even values
of K), the K-cuts do not form a laminar structure.

This is where the concept of basic K-cuts, introduced in Section 4.1, is helpful. The family of
basic K-cuts is laminar. More specifically, we will choose an arbitrary degree-K vertex r in G,
called the root of G (see Section 5.1.) We can then identify each basic K-cut ∂Z by the shore Z
that does not contain r. The subset relation between these shores defines a tree structure on the
basic K-cuts. The algorithm can then process the basic K-cuts bottom-up in this order.

What information such an algorithm would need to maintain for each basic K-cut ∂Z? A naïve
approach would be to somehow keep track of all “candidate crossing-edge sets” A ⊆ ∂Z, namely
the sets A for which there is a spanning tree T̃ of G with congestion K such that T̃ ∩ ∂Z = A.
This raises two issues. One, the resulting algorithm’s running time would be exponential in K.
Two, obviously, the algorithm does not yet know T̃ when ∂Z is considered. What’s worse, even
the congestion of tree edges that are wholly inside shore Z cannot be uniquely determined based
only on the subgraph induced by Z. (It may be possible to address the latter issue by storing
appropriate information about the tree topology inside Z, but at the price of further increasing the
time complexity.)

The characterization of K-edge-connected graphs with congestion K, developed in Section 4,
suggests an alternative approach. The key property is Corollary 4.8, which says that if T̃ is a
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spanning tree with congestion K then for each basic K-cut ∂Z, all edges in T̃ ∩ ∂Z have a common
endpoint. Instead of focussing on tree edges crossing ∂Z, we can instead attempt to recursively
compute these common endpoints. This is not quite possible, for the same reason as above: we
cannot determine if a vertex is such a common endpoint, for some congestion-K spanning tree,
without knowing the whole graph G. Generally, the analysis in Section 4, while it provides crucial
ideas, is not sufficient in itself to derive a dynamic-programming algorithm because it is expressed
in terms of global properties of G. For this, we need a definition of “candidate common endpoints”
that is based only on the information from the already processed subgraph.

To address this, in Section 5.1 we establish analogs of the properties in Section 4 expressed in
terms of the rooted versions of CG and G. One key observation is this: for any vertex w and for any
spanning tree T such that T ∩ ∂Z ⊆ Ew, the congestion of T ’s edges within the subgraph induced
by Z ∪ {w} depends only on this subgraph. If all these congestion values are K, we call T safe,
and we call w a hub for ∂Z. (We also require, for technical reasons, that w has at least one edge
crossing ∂Z.) If w is a hub for ∂Z, it only means that the information from the subgraph Z ∪ {w}
is not sufficient to eliminate w as a possible common endpoint of the edges from ∂Z that belong to
some congestion-K spanning tree of G. (Later, when processing some ancestor K-cut of Z, it may
turn out that such a tree does not exist for w.) We prove that the set of hubs of ∂Z, denoted H̃(Z),
can be determined from the hub sets of ∂Z’s children, thus establishing a recurrence relation that
drives the dynamic programming algorithm (see Section 5.2).

While it may not be obvious, computing all hub sets H̃(Z) is sufficient to determine whether
the congestion of G is K. (That is, for any w ∈ H̃(Z) we do not need to keep track of which tree
edges from w cross ∂Z, circumventing the issue we mentioned earlier.) The reason is this: once
(and if) we reach the root r, the condition on r being a hub for its cut ∂Z (with Z = V \ {r}) is
equivalent to G having a spanning tree with congestion K.

5.1 Rooting G and its Cactus Graph

Throughout this sub-section (Section 5.1) we will assume that G is a K-edge-connected graph and
that |ϕ(b)| ≤ 1 for every node b ∈ CG, so that Observation 4.5 can be applied. We fix an arbitrary
degree-K vertex r ∈ V as the root of G. By convention, from now on, each K-cut ∂X will be
represented by the shore X that does not contain r. This naturally imposes a tree-like structure on
basic K-cuts, where a basic K-cut ∂X is a descendant of a basic K-cut ∂Y if X ⊊ Y . A descendant
∂X is called a child of ∂Y (making ∂Y a parent of ∂X) if there is no basic K-cut ∂Z such that
X ⊊ Z ⊊ Y . Since the family of basic K-cuts is laminar by Observation 4.3, every cut except
∂(V \ {r}) has a unique parent. (So the descendant relation is indeed a tree.)

To reflect this ordering of basic K-cuts in G’s cactus representation, we root CG at the node
ϕ(r). In our algorithm we will need a few more related concepts:

• A node a of CG is said to be below a node b if b is on every path from a to ϕ(r).
• A node a is called the head of the cycle C in CG, and denoted aC , if a ∈ C and all the other

nodes of C are below aC .
• For a node a ̸= ϕ(r), by Qa we denote the set of nodes consisting of a and all nodes below a.

Also, let W a = ϕ−1(Qa) be the set of vertices of G represented by Qa.
• For a cycle C in CG, we let QC =

⋃
b∈C\aC Qb. That is, QC consists of all nodes that are

below aC , excluding aC itself. Also, let WC = ϕ−1(QC).
The cactus structure implies that each cycle has a unique head, so the definition above is valid.

Furthermore, each node except for ϕ(r) belongs to a unique cycle, which could be trivial or not,
where it is a non-head node. On the other hand, a node can be a head of several cycles.
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The following observation, that follows directly from the definitions, summarizes the properties
of the basic K-cuts and their ordering, and the corresponding properties of CG.

Observation 5.1. The basic K-cuts of G satisfy the following properties:
(a) The family of basic K-cuts of G consists exactly of all K-cuts ∂W b and ∂WC , for nodes

b ̸= ϕ(r) and non-trivial cycles C in CG. Further, this representation is unique; that is all
K-cuts ∂W b and ∂WC , for nodes b ̸= ϕ(r) and non-trivial cycles ∂WC in CG, are different.

(b) If C is a trivial cycle of CG then ∂WC = ∂W b, where b is the node on C different from aC .
(c) For nodes a and b of CG distinct from ϕ(r), a is below node b if and only if ∂W a is a descendant

of ∂W b.
(d) For a non-trivial cycle C of CG, the parent of ∂WC is ∂W aC , and the children of ∂WC are

the K-cuts ∂W b for b ∈ C \ {aC}. Further, WC =
⋃

b∈C\{aC}W
b.

(e) For a node b ̸= ϕ(r) of CG, if C is the unique cycle where b is a non-head node, the parent
of ∂W b is either W aC , if C is trivial, or WC , if C is non-trivial. The children of W b are
all K-cuts WC , for cycles C for which aC = b. (Note that, by (b), for trivial cycles C
these children also have the form W a, where a is the node on C other than b.) Further,
W b = ϕ−1(b) ∪⋃

C:b=aC
WC .

Finally, note that ϕ(r) is an external node of CG, as r has degree K in G. It follows that there
is a unique cycle C with aC = ϕ(r). Thus the K-cut ∂(V \ {r}) is equal to WC . In particular, if C
is trivial, this K-cut is W b, for the node b in C other than ϕ(r).

5.1.1 Safe Trees and Hubs

Through the rest of this section, by a tree in G we will mean a tree that is a subgraph of G. To
simplify notation we will sometimes treat trees in G as sets of vertices and for such a tree T we will
write ∂T to mean ∂V (T ).

We now define the concepts of safe trees and hubs, mentioned earlier in the beginning of Section 5.
Roughly, a tree in G is considered safe if it cannot be eliminated as a possible subtree of T̃ (a
spanning tree with congestion K) based only on the subgraph of G it spans. These trees are used
as partial solutions constructed (implicitly) in the algorithm. As the algorithm proceeds, it may
expand a safe tree, but only by connecting its root to a vertex in the new, larger safe tree. A safe
tree can get discarded, if we discover that it cannot be expanded to a larger safe tree.

To formally define safe trees, we need to extend some concepts from Section 2, defined for
spanning trees, to arbitrary trees in G. If T is any tree in G and e = (u, v) ∈ T is an edge of T ,
removing e from T disconnects T into two connected components. As before, given a vertex w of
T , we denote the component not containing w by T−w

e . As usual, by ∂T−w
e we denote the set of

edges between this component and the rest of the graph.
For any tree T in G and any vertex w in T , (T,w) denotes the rooted version of T , with w

designated as its root. Such a rooted tree (T,w) is called safe if for each edge e of T we have
|∂T−w

e | = K. The concept of a safe tree is a natural generalization of the notion of a spanning tree
with congestion K, in the following sense:

Observation 5.2. Let T be a spanning tree in G and w any vertex. Then (T,w) is safe if and only
if cng(G,T ) ≤ K.

The lemma below generalizes Corollary 4.8 to an arbitrary safe tree.

Lemma 5.3. Let ∂Z be a basic K-cut and (T,w) a safe tree in G with T ∩ ∂Z ̸= ∅. Then all edges
of T ∩ ∂Z have a common endpoint.
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Proof. For a contradiction, suppose that f and f ′ are two edges in T ∩ ∂Z such that all four of
their endpoints are distinct. Consider a path connecting these edges in T and any edge e on this
path in-between f and f ′. Then the cut ∂T−w

e is a K-cut, by the definition of a safe tree. However,
T−w
e contains exactly one of the edges f and f ′ with its both endpoints, while the endpoints of the

other edge are outside of T−w
e . It follows that the cuts ∂Z and ∂T−w

e are crossing, as each of the
four endpoints is in a different shore intersection. Since Z is a basic K-cut, this is a contradiction
with Observation 4.3.

From the above paragraph, any pair of edges in T ∩ ∂Z must share an endpoint. We still need
to argue that all edges in T ∩ ∂Z must share a common endpoint. Indeed, this is trivial when
|T ∩ ∂Z| ∈ {1, 2}. When |T ∩ ∂Z| ≥ 3, fix any three edges in T ∩ ∂Z, and observe that they must
share a common endpoint, say w, because otherwise they would form a 3-cycle. Any other edge in
T ∩ ∂Z, to share an endpoint with each of these three edges, must have w as an endpoint.

We are now ready to define hubs. Let ∂Z be a basic cut in G. A node w ∈ V (∂Z) is called
a hub for Z, if there exists a spanning tree T of the subgraph of G induced by Z ∪ {w} such that
(T,w) is a safe tree in G. We call this T a witness tree for w and ∂Z. If w ∈ Z, then w is called an
in-hub for Z, otherwise w is an out-hub for Z. By H̃(Z) we denote the set of all hubs for Z.

5.1.2 Constructing the Hub Sets for Basic K-Cuts

We now develop the properties of hubs for basic K-cuts ∂W b that are analogous to Lemmas 4.6
and 4.7, but are formulated in terms of safe trees instead of the congestion-K spanning tree T̃ .

The following observations follow directly from the definitions. They show that the safety
property of trees is preserved under some operations, like taking sub-trees or combining disjoint
trees with a common root.

Observation 5.4. Let (T,w) be a safe tree, u a vertex of T , and e the first edge on the path in T
from u to w. Then (T−w

e , u) is also a safe tree.

Observation 5.5. Let (T,w) and (T ′, w) be two edge-disjoint safe trees with a common root w.
Then (T ∪ T ′, w) is a safe tree.

Observation 5.6. Let (T, v) be a rooted tree in G satisfying |∂T | = K, and let (u, v) ∈ ∂T . Then
(T ∪ {(u, v)}, u) is a safe tree if and only if (T, v) is a safe tree.

Let Z = W b be a basic K-cut, for some node b of CG. We now describe how the set of hubs
H̃(Z) can be computed from the sets of hubs for the children of cut ∂Z. We break it into three
cases: when b is an external node, when it is an internal node of Type 1, and when it is an internal
node of Type 0.

The case when b is an external node (so it has no children) is simple. Recall that each external
node is a Type-1 node with a degree K vertex in its preimage. The set W b then contains this single
vertex and represents a trivial K-cut.

Lemma 5.7. Let b ̸= ϕ(r) be an external node of CG (necessarily of Type-1) with ϕ−1(b) = {v}.
Then H̃(W b) = {v} ∪N(v).

Proof. The witness tree for v is the trivial tree with v as a single vertex. For any w ∈ N(v), the
witness tree is the tree with a single edge (v, w). There are no other vertices in V (∂W b), so the
lemma follows.
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If b is an internal node, of any type, we will denote the children of W b by Z1, . . . , Zt. These
children are determined as detailed in Observation 5.1(e). As also explained in Observation 5.1(e),
the set W b is a disjoint union of all sets Zi, plus a singleton ϕ−1(b) if b is of Type-1. This, together
with Observation 4.3, implies the following key property:

Observation 5.8. Let b be an internal node of CG, and denote by Z1, ..., Zt the children of its
corresponding K-cut W b. If ∂X is a K-cut (not necessarily basic) such that X ⊊ W b then X ⊆ Zi

for some i.

Now we examine the case when b is an internal node of Type-1. We show that the only possible
in-hub for W b is the vertex v with ϕ(v) = b, and that for v to be a hub it must be an out-hub for
each Zi. The only possible out-hubs are neighbors of v outside W b, providing that v is an in-hub
itself. Formally, we have the following lemma.

Lemma 5.9. Let b be a Type-1 internal node of CG, and let v be the (unique) vertex of G satisfying
ϕ(v) = b. Let Z1, . . . , Zt be the children of W b. Then v ∈ V (∂W b) ∩⋂t

i=1 V (∂Zi) and

H̃(W b) =

{
{v} ∪ (N(v) \W b) if v ∈ ⋂t

i=1 H̃(Zi)

∅ otherwise
(1)

Proof. The first condition, namely that v has edges crossing K-cut ∂W b and all K-cuts ∂Zi, follows
directly from Lemma 4.6.

In the rest of the proof we show that Equation (1) is true. The argument is by considering three
types of vertices: vertices in

⋃t
i=1 Zi, vertex v (the only vertex in W b \ ⋃t

i=1 Zi), and vertices in
V \W b. The theorem will follow from the three claims established below.

Claim 5.10. H̃(W b) ∩ (
⋃t

i=1 Zi) = ∅.
To prove this claim, suppose that w ∈ H̃(W b)∩⋃t

i=1 Zi, and let T be its safe tree. Consider an
edge e on the path from w to v in T . By the definition of a safe tree, ∂X = ∂T−w

e is a K-cut. But
X ⊊ V (T ) = W b and, since v ∈ X, we also have X ̸⊆ ⋃t

i=1 Zi, contradicting Observation 5.8.

Claim 5.11. v ∈ H̃(W b) iff v ∈ ⋂t
i=1 H̃(Zi).

We start with the (⇐) implication. Assume that v ∈ ⋂t
i=1 H̃(Zi). For all i = 1, ..., t, consider

the witness tree for v and Zi. By Observation 5.6 their union is a safe tree rooted at v and thus it
is a witness tree for v and W b. Together with v ∈ V (∂W b) this implies that v is an in-hub for W b.

To prove the (⇒) implication, suppose that v ∈ H̃(W b) and let T be its safe tree. We will show
that v is an out-hub for each Zi. Indeed, for any edge e = (v, ue) from v in T , ue ∈ Zj for some j
and V (T−v

e ) ⊆ Zj , as ∂T−v
e is a K-cut not containing the whole W b.

Now consider an arbitrary but fixed i, and the tree T ′ consisting of all edges e from v to Zi in T
plus a union of all corresponding trees T−v

e . This T ′ spans Zi ∪ {v}. For each e = (v, ue), ue ∈ Zi,
by Observations 5.4 and Observation 5.6, both (T−v

e , ue) and (T−v
e ∪ {e}, v) are safe trees. Now T ′

is the union of all these trees and thus Observation 5.5 implies that T ′ is a witness tree for v and
∂Zi and that w = v is an out-hub for Zi.

Claim 5.12. Let w ∈ V \W b. Then w ∈ H̃(W b) iff v ∈ ⋂t
i=1 H̃(Zi) and w ∈ N(v) \W b.

The (⇐) implication is trivial: if v ∈ ⋂t
i=1 H̃(Zi) then, by Claim 5.11, v is an in-hub for W b.

Then the assumption that w ∈ N(v)\W b implies that w is an out-hub for W b, directly by definition.
It remains to prove the (⇒) implication. Suppose that w ∈ H̃(W b) and let T be its witness

tree. By the definition of H̃(W b) we have w ∈ V (∂W b).
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We argue first that the degree of w in T is 1. Otherwise, if the degree of w in T is at least 2,
let e be an edge from w such that v ∈ T−w

e (such an edge necessarily exists.) Then T−w
e does not

span whole W b as there is another edge from w to W b in T . Thus v ∈ V (T−w
e ) ⊊ W b, and ∂T−w

e

is a K-cut, a contradiction again with Observation 5.8.
Therefore the degree of w in T is 1. Let this single edge from w be (w, x). Then Observation 5.6

implies that (T,w) is a safe tree if and only if (T−w
e , x) is a safe tree. Then T−w

e witnesses that x is
an in-hub for W b. But Claims 5.10 and 5.11 imply that only v can be an in-hub for W b, providing
that v ∈ ⋂t

i=1 H̃(Zi), completing the proof of the (⇒) implication in Claim 5.12.

If b is an internal node of Type 0, W b may have multiple in-hubs, but, as we show in the lemma
below, they still must be common hubs for all Zi’s. The out-hubs of W b may either be neighbors
of such in-hubs, or common out-hubs for all Zi’s.

Lemma 5.13. Let b be a Type-0 internal node of the cactus. Let Z1, . . . , Zt be the children of W b.
Then

H̃(W b) = H̄ ∪ (N(H̄ ∩W b) \W b), where H̄ = V (∂W b) ∩⋂t
i=1 H̃(Zi). (2)

Proof. We first show the (⊇) inclusion. Consider some w ∈ H̄. Then w is a hub for each set Zi.
Consider the corresponding witness trees Ti for w and Zi for all i = 1, . . . , t. By Observation 5.6
their union is a safe tree rooted at w and thus it is a witness tree for w and ∂W a. Together with
w ∈ V (∂W b) this implies that w is an in-hub for W b.

Next, consider some u ∈ N(H̄ ∩W b) \W b. That is, u ∈ V \W b, and u is a neighbor of some
w ∈ H̄ ∩W b. By the previous paragraph, w is an in-hub for W b, so Observation 5.6 implies that u
is an out-hub for W b. This completes the proof of the (⊇) inclusion.

To show the (⊆) inclusion, fix any w ∈ H̃(W b), and let T be its witness tree. Recall that
T spans W b ∪ {w}, so any neighbor of w in T is in W b =

⋃t
i=1 Zi. We need to show that w ∈

H̄ ∪N(H̄ ∩W b) \W b. To this end, we consider the three cases below.
Case 1: w ∈ W b. We will show that in this case w ∈ H̄. Note that w ∈ V (∂W b) by the definition
of a hub, so we need to show that w ∈ ⋂t

i=1 H̃(Zi).
We start with the following simple observation. For any edge (w, u) in T , ∂T−w

e is a K-cut and
T−w
e ⊆W b \ {w} ⊊ W b, which implies that T−w

e is a subset of one of the sets Zi.
Now, fix some arbitrary index i ∈ {1, ..., t}. It remains to show that w ∈ H̃(Zi). Let e1, . . . , eq

be all the edges in T from w to Zi. We claim that the subtrees T−w
ej , j = 1, . . . , q cover all the

vertices of Zi, possibly with the exception of w in case when w ∈ Zi. Indeed, consider any vertex
x ∈ Zi \ {w} and the first edge e′ = (w, u′) on the path from w to x in T . By the previous
observation, u′ ∈ Zi, as T−w

e′ contains x ∈ Zi. Using Observations 5.4, 5.6, and 5.5, this implies
that

⋃q
j=1(T

−w
ej ∪ {ej}) is a witness tree for w and ∂Zi, so w ∈ H̃(Zi), as needed.

Case 2: w ̸∈W b and the degree of w in T is at least 2. We will show that in this case w ∈ H̄. The
argument is essentially the same as in Case 1. We have that w ∈ V (∂W b), by the definition of a
hub, and it remains to show that w ∈ ⋂t

i=1 H̃(Zi).
For any edge (w, u) in T , ∂T−w

e is a K-cut and T−w
e ⊆W b \{u′} ⊊ W b, where u′ is any neighbor

of w in T other than u. This implies that T−w
e is a subset of one of the sets Zi — the same property

that we had in Case 1.
Following the same argument as in Case 1, for any index i we can obtain the witness tree for w

and ∂Zi by combining the branches of T inside Zi, showing that w ∈ H̃(Zi). Since i is arbitrary,
we conclude that w ∈ ⋂t

i=1 H̃(Zi).
Case 3: w ̸∈W b and the degree of w in T is 1. In this case, we show that w ∈ N(H̄ ∩W b)\W b. Let
this single edge from w in T be e = (w, x). Then Observation 5.6 implies that (T,w) is a safe tree
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if and only if (T−w
e , x) is a safe tree. However, then T−w

e witnesses that x is an in-hub for W b and
we have already shown that this in turn happens if and only if x ∈ H̄. Thus w ∈ N(H̄ ∩W b) \W b,
completing the proof.

5.1.3 Constructing the Hub Sets for Non-Trivial Cycles

In the previous sub-section we characterized hubs associated with K-cuts W b, for nodes b ∈ CG. In
this sub-section, we assume that K is even and we analyze hubs associated with the other type of
basic K-cuts, namely with K-cuts WC , for non-trivial cycles C of CG. The structural properties we
establish are analogous to those in Lemma 4.9, where they were based on a congestion-K spanning
tree T̃ . Here, we need to show that similar properties can be derived based on safe trees instead.
The path of T̃ that traversed all basic K-cuts associated with C, identified in Lemma 4.9, will be
represented here by two sub-paths emanating from the head node aC of C, one clockwise and the
other counter-clockwise on C. These sub-paths will be referred to as the front and back spine of C.

We denote the nodes of C by a0, . . . , aℓ−1, aℓ = a0, in the order along C, where ℓ ≥ 3. That is,
the links of C are exactly (a0, a1), (a1, a2), ..., (aℓ−1, a0). We assume that a0 = aℓ is the head node
aC of C. The children of WC are the sets Zi = W ai , i = 1, . . . , ℓ− 1. For convenience, we also use
notation Z0 = Zℓ = V (∂WC) \WC . We stress that this set Z0 is not a full shore of WC (unlike the
other sets Zi), it only includes the endpoints of the edges of the cut ∂WC that are outside WC . As
in Section 4.2, for each i = 0, ..., ℓ − 1, the set ∂Zi ∩ ∂Zi+1 is a half-K-cut in G (contains exactly
K/2 edges).

We now define the two spines for C, mentioned earlier:
• A back spine is a path ws,. . . ,wℓ in G, with s ∈ {2, . . . , ℓ}, such that ws ∈ Zs∩H̃(Zs−1)∩H̃(Zs),
wi ∈ Zi ∩ H̃(Zi) for each i = s+ 1, . . . , ℓ− 1, and wℓ ∈ Zℓ.

• Symmetrically, a front spine is a path w0, ..., ws in G, with s ∈ {0, . . . , ℓ − 2}, such that
w0 ∈ Z0, wi ∈ Zi ∩ H̃(Zi) for each i = 1, . . . , s− 1, and ws ∈ Zs ∩ H̃(Zs) ∩ H̃(Zs+1).

Observation 5.14. If ws, . . . , wℓ is a back spine then wi ∈ H̃(Zi−1) for all i = s, . . . , ℓ. Symmet-
rically, if w0, . . . , ws is a front spine then wi ∈ H̃(Zi+1) for all i = 0, . . . , s.

Proof. Consider the case of a back spine. For i = s the claim is included in the definition of a back
spine. For each i ∈ {s+ 1, ..., ℓ}, by the definition of back spines, wi−1 is an in-hub for Zi−1, so,
since we also have (wi−1, wi) ∈ ∂Zi−1, Observation 5.6 implies that wi is an out-hub for Zi−1. The
case of the front spine is symmetric.

Lemma 5.15. Let C be a non-trivial cycle in the cactus CG with vertices a0, a1, . . . , aℓ−1, aℓ = a0,
listed in their order around C. Then

(i) If w2, . . . , wℓ is a back spine then wℓ−1, wℓ ∈ H̃(WC).
(ii) If w0, . . . , wℓ−2 is a front spine then w0, w1 ∈ H̃(WC).
(iii) If w0, . . . , wg−2 is a front spine and wg+1, . . . , wℓ = w0 is a back spine, for some index g ∈

{2, . . . , ℓ− 1}, then w0 ∈ H̃(WC).
(iv) H̃(WC) contains only the vertices included in rules (i), (ii) and (iii).

Proof. (i) Let w2, . . . , wℓ be a back spine. Let T1 be a witness tree for w2 and Z1, and, for each
i = 2, . . . , ℓ−1, Ti be a witness tree for wi and Zi. These witness trees exist by the definition of a back
spine. Let T ′ be the tree obtained as a union of trees T1, ..., Tℓ−1 and edges (w1, w2), ..., (wℓ−2, wℓ−1),
and T ′′ be the tree obtained by adding edge (wℓ−1, wℓ) to T ′. From Observations 5.5 and 5.6 we
obtain that T ′ is a witness trees for wℓ−1 and WC , and T ′′ is a witness tree for wℓ and WC . So
wℓ−1, wℓ ∈ H̃(WC).
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Figure 7: An illustration of Lemma 5.15(iii), for K = 8, ℓ = 7 and g = 4. Thick blue edges show the front
spine w0, w1, w2 and back spine w5, w6, w7, with w7 = w0. For i ∈ {1, 2, 5, 6}, the witness trees Ti for wi

and Zi are depicted with thin purple lines. The witness trees for w2 and Z3, and for w5 and Z4 are depicted
with thin blue lines. Thin brown lines are non-tree edges in the cuts ∂Zi.

The proof of (ii) is symmetric to (i).
(iii) Let w0, . . . , wg−2 and wg+1, . . . , wℓ−1, wℓ be a front and back spine, where g ∈ {2, . . . , ℓ−1}.

Then, from the definition of these spines, the following witness trees exist:
• a tree Ti for wi and Zi, for each i ∈ {1, . . . , g − 2}, and a tree Tg−1 for wg−2 and Zg−1, and
• a tree Ti for wi and Zi, for each i ∈ {g + 1, . . . , ℓ− 1} and a tree Tg for wg+1 and Zg.

Let T be a tree obtained as a union of all these trees, along with edges (w0, w1), ..., (wg−3, wg−2)
and (wg+1, wg+2), ..., (wℓ−1, wℓ). (See an example in Figure 7.) Using Observations 5.5 and 5.6, T
is a witness tree for w0 = wℓ and WC , and thus w0 ∈ H̃(WC).

(iv) Assume that w ∈ H̃(WC), and let T be a witness tree for w and WC . By the definition of
hubs we have w ∈ V (∂WC), so the structure of C implies that w ∈ Z0 ∪ Z1 ∪ Zℓ−1.

We first consider the case when w ∈ Z0 = Zℓ, that is w is an out-hub for WC . The argument
relies on the two claims below.

Claim 5.16. Let i ∈ {1, . . . , ℓ− 1}. If T ∩ ∂Zi−1 ∩ ∂Zi ̸= ∅ and T ∩ ∂Zi ∩ ∂Zi+1 ̸= ∅ then all edges
in T ∩ ∂Zi have a common endpoint, say wi, and wi ∈ Zi ∩ H̃(Zi).

That, under the assumptions of the claim, all edges in T ∩∂Zi have a common endpoint, follows
from Lemma 5.3. Since Zi−1 ∩ Zi+1 = ∅, we must have wi ∈ Zi.

It remains to show that wi ∈ H̃(Zi). Let e1 = (wi, u1), ..., ek = (wi, uk) be all edges in T such
that uj ∈ Zi for all j = 1, ..., k. Since w ̸∈ Zi, the first part of the claim implies that for each
x ∈ Zi \ {wi} the path from w to x goes through wi. So the trees T−wi

ej , for j = 1, ..., k, along with
the singleton {wi}, form a partition of Zi. For each j, by Observations 5.4 and Observation 5.6,
both (T−v

ej , uj) and (T−v
ej ∪{ej}, v) are safe trees. Observation 5.5 now implies that

⋃k
j=1(T

−v
ej ∪{ej})

is a witness tree for wi and Zi, thus showing that wi ∈ H̃(Zi).

Claim 5.17. Let i ∈ {1, . . . , ℓ−1}. Suppose that there is v ∈ Zi−1∪Zi+1 that is a common endpoint
of all all edges in T ∩ ∂Zi. Then v ∈ H̃(Zi).

20



The argument is similar to the one above. Let e1 = (v, u1), ..., ek = (v, uk) be all edges in T
such that uj ∈ Zi for all j = 1, ..., k. The assumption of the claim implies that for each x ∈ Zi the
path from w to x goes through v. So the trees T−wi

ej , for j = 1, ..., k, form a partition of Zi. By the
same reasoning as the one for Claim 5.16, we can conclude that v ∈ H̃(Zi).

In the next claim, we show that T traverses all half-cuts of C, except one.

Claim 5.18. There is exactly one index g ∈ {1, . . . , ℓ} for which T ∩ ∂Zi−1 ∩ ∂Zi = ∅.
That there is at least one such index g, follows from Claim 5.16: If T had an edge in each half-

K-cut of C then the edges in all half-K-cuts would form a cycle. Since T is a spanning tree of the
subgraph induced by WC , and since the half-K-cuts represented by C contain all edges connecting
different sets Zi, the uniqueness of g follows.

It remains to prove that the edges of T in the half-K-cuts represented by C form either a back
spine satisfying condition (i), or a front spine satisfying condition (ii), or can be divided into two
spines that satisfy condition (iii). With Claims 5.16, 5.17 and 5.18, this is just a matter of verifying
that these conditions hold.

By Claim 5.16, for each i ∈ {1, . . . , ℓ} \ {g − 1, g}, all edges in T ∩ ∂Zi have a common endpoint
wi ∈ Zi, and wi ∈ H̃(Zi) for i ̸= ℓ. Furthermore, if g > 1 then wg−2 is a common endpoint of
T ∩ ∂Zg−1 ⊆ T ∩ ∂Zg−2 ∩ ∂Zg−1, and Claim 5.17 implies that wg−2 ∈ H̃(Zg−1). Similarly, if g < ℓ

then wg+1 ∈ H̃(Zg). Therefore:
• If g = 1, then w2, . . . , wℓ−1, wℓ is a back spine and w = wℓ satisfies (i).
• If g = ℓ, then w0, w1, . . . , wℓ−2 is a front spine and w = w0 satisfies (ii).
• If g ∈ {2, . . . , ℓ − 1} then w = w0, w1, . . . , wg−2 is a front spine, wg+1, . . . , wℓ−1, wℓ = w is a

back spine, and w satisfies (iii).
This completes the proof of (iv) for the case when w ∈ Z0.

The other case is when w ∈ Z1 ∪ Zℓ−1, that is w is an in-hub for WC . Recall that T denotes
the witness tree for w and WC . By the definition of hubs and Z0, w has a neighbor w0 ∈ Z0.
By Observation 5.6, w0 ∈ H̃(WC) (that is, w0 is an out-hub for WC) and (T ∪ {(w0, w)}, w0) is
its witness tree for w0 and WC . The proof above for the case of out-hubs now implies that w0

satisfies either condition (i) or (ii); in the first case w satisfies (i) as wℓ−1, and in the second case w
satisfies (ii) as w1.

5.2 The Algorithm

As explained at the beginning of this section, to determine whether stc(G) = K it is sufficient to
compute the hub sets for the basic K-cuts of G. This is because stc(G) = K if and only if r (the
root vertex of G, that has degree K) is a hub for its basic K-cut ∂Z, where Z = V \ {r}.

The algorithm follows a dynamic programming paradigm, processing all basic K-cuts bottom-
up along their tree structure, as defined earlier in this section. As presented (see the pseudo-code
in Algorithm 1), it only solves the decision version, determining whether stc(G) = K or not. If
stc(G) = K, a spanning tree of G with congestion K can be reconstructed by standard backtracking.

For each basic K-cut ∂Z, the algorithm constructs a set H(Z) intended to contain exactly the
hubs for Z. These sets are computed using a recurrence relation established in Section 5.1. We
start with external nodes. If Z = W a, for an external node a = ϕ(w) of CG, then, according to
Lemma 5.7, in H(Z) we include w and its neighbors (line 7). If Z = W a for an internal node a, then
H(Z) is computed from the hub sets of its children, using either the recurrence from Lemma 5.9, if
a is of Type 1 (lines 10-11), or the recurrence from Lemma 5.13, if a is of Type 0 (lines 14-15). In
both cases, this computation can be implemented efficiently using standard data structures.

21



Algorithm 1 The main algorithm
1: Input: Graph G = (V,E) and its a cactus representation CG, ϕ
2: if there exists a node b of CG such that |ϕ−1(b)| > 1 then output NO
3: choose a root r ∈ V of degree K in G
4: order the basic K-cuts linearly so that each child precedes its parent
5: for each basic K-cut ∂Z, in this ordering do
6: case Z = W a for an external node a = ϕ(w) for w ∈ V \ {r}
7: H(W a)← {w} ∪N(w)

8: case Z = W a for a Type-1 internal node a = ϕ(w) for some w ∈ V
9: let Z1, . . . , Zt be the list of all the children of W a

10: if w ∈ H(Zi) for all i = 1, . . . , t then H(W a)← {w} ∪ (N(w) \W a)
11: else H(W a)← ∅
12: case Z = W a for a Type-0 internal node a
13: let Z1, . . . , Zt be the list of all the children of W a

14: Ĥ ← V (∂W a) ∩H(Z1) ∩ · · · ∩H(Zt)
15: H(W a)← Ĥ ∪ (N(Ĥ ∩W a) \W a)

16: case Z = WC for a non-trivial cycle C
17: apply Algorithm 2
18: if r ∈ H(V \ {r}) then output YES else output NO

The last case, relevant only when K is even, is when Z = WC , for a non-trivial cycle C of CG

(the pseudo-code for this case is given separately in Algorithm 2). In this case the algorithm applies
the recurrence implicit in Lemma 5.15. In order to do this, for each vertex w ∈ Z1 ∪ Z0 ∪ Zℓ−1 we
need to identify back and/or front spines that, based on the cases (i), (ii) or (iii) from this lemma,
would imply that w should be added to H(Z).

The challenge is to implement this process efficiently. One key observation here is that (by
definition and Observation 5.14), every non-empty suffix of a back spine is also a back spine, and
the analogous property applies to front spines. This means that it’s sufficient to only compute the
maximum spine lengths for each candidate vertex w, not the actual spines. We achieve this using an
embedded dynamic programming procedure that processes C in the two directions, and computes
H(Z) in time Õ(k|C|) (the number of edges represented by C).

To give more detail, let’s consider the case of back spines (the computation for front spines is
symmetric). In this case it is sufficient to calculate, for each candidate vertex wi ∈ Zi of a back
spine, the minimum value s for which there exists a path ws, . . . , wi that is a potential prefix of a
back spine, i.e., each wi′ on this path is an in-hub for Zi′ and ws is also an out-hub for Zs−1. This
value s computed by the algorithm is denoted S−(wi). It is sufficient to compute S−(wi) for the
vertices wi in the candidate set U−

i ⊆ Zi which, in accordance with the definition of a back spine
and Observation 5.14, contains only in-hubs for Zi that are also out-hubs for Zi−1 (line 5). Two
border cases are treated differently: for i = ℓ, U−

ℓ is restricted, in a natural way, to out-hubs for
Zℓ−1 in Zℓ and, for i = 0, we let U−

1 = ∅ for technical convenience (line 3). The values S−(wi) are
then computed by a dynamic program starting from S−(w2) = 2 for all candidates w2 ∈ Z2, and
then, for increasing i, setting S−(wi) to be the maximum of S−(wi−1) over the neighbors of wi, or
to i if there are no candidate neighbors (line 7).

Once the maximum spine lengths, back and front, are computed, the calculation follows the
rules from Lemma 5.15 in a straightforward way (lines 13-16).
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Algorithm 2 The subroutine for cycles
1: Input: Cycle C in CG of length ℓ ≥ 3
2: let Z1, . . . , Zℓ−1 be the children of WC ordered along the cycle C
▷ computing the back spines

3: U−
1 ← ∅; U−

ℓ ← H(Zℓ−1) \WC

4: for i = 2, 3, . . . , ℓ do
5: if i < ℓ then U−

i ← Zi ∩H(Zi) ∩H(Zi−1)

6: for all w ∈ U−
i do

7: S−(w)← max({i} ∪
{
S−(v) | v ∈ N(w) ∩ U−

i−1

}
) ▷ for i = 2, S−(w) = 2

▷ computing the front spines
8: U+

ℓ−1 ← ∅; U+
0 ← H(Z1) \WC

9: for i = ℓ− 2, ℓ− 3, . . . , 1, 0 do
10: if i ≥ 1 then U+

i ← Zi ∩H(Zi) ∩H(Zi+1)

11: for all w ∈ U+
i do

12: S+(w)← max({i} ∪
{
S+(v) | v ∈ N(w) ∩ U+

i+1

}
)

▷ computing the out-hubs in both front and back spines
13: H0 ←

{
w ∈ U+

0 ∩ U−
ℓ | S+(w) + 3 ≥ S−(w)

}
▷ computing the in-hubs

14: H− ←
{
w ∈ U−

ℓ−1 ∩ V (∂WC) | S−(w) = 2
}

15: H+ ←
{
w ∈ U+

1 ∩ V (∂WC) | S+(w) = ℓ− 2
}

▷ computing the resulting set of hubs
16: H(WC)← H0 ∪H− ∪ (N(H−) \WC) ∪H+ ∪ (N(H+) \WC)

Correctness proof. To prove the correctness of the algorithm, we need to show that it correctly
decides whether stc(G) = K. This follows directly from the claim below.

Claim 5.19. Algorithm 1 (with the subroutine in Algorithm 2) computes the correct hub sets, that
is, for each basic K-cut ∂Z we have H(Z) = H̃(Z).

To prove Claim 5.19, we prove that H(Z) = H̃(Z) for all basic K-cuts ∂Z inductively, in the
order in which the sets H(Z) are calculated by the algorithm.

For basic K-cuts Z = ∂W b, where b ̸= ϕ(r), the calculation of H(W b) in Algorithm 1 exactly
follows the statements for H̃(W b) in Lemmas 5.7, 5.9, and 5.13 for external nodes, Type-1 internal
nodes, and Type-0 internal nodes, respectively. So the inductive claim follows.

For a nontrivial cycle C, as already explained earlier, in the first part of Algorithm 2 we calculate,
for each w = wℓ ∈ H(Zℓ−1) \WC , the value S−(w) equal to the minimal s such that a back spine
ws, . . . , wℓ exists. Similarly, for each w = w0 ∈ H(Z1) \WC , the value S+(w) is the maximal s′ for
which a front spine w0, . . . , ws′ exists.

It remains to explain the meaning and the computation of sets H0, H− and H+. These are
simply the hub sets corresponding to the three different cases in Lemma 5.15.

Consider the computation of H0. If for some w = w0 = wℓ we have s′ + 3 ≥ s then we select a
back spine ws, . . . , wℓ and a front spine w0, . . . , ws′ that are guaranteed to exist by the previous
paragraph. We let g = s− 1 and observe that s′ ≥ g− 2 and g ∈ {2, . . . , ℓ− 1}. Now w0, . . . , wg−2

is a front spine, as it is a prefix of the front spine w0, . . . , ws′ above and wg+1, . . . , wℓ is a back
spine equal to the back spine above. Thus w ∈ H̃(WC) by Lemma 5.15(iii). Algorithm 2 calculates
H0 as the set of precisely all these hubs w.
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Consider the computation of H−. (The case of H+ is symmetric.) Each w = wℓ−1 ∈ H− is in
V (∂WC), thus it has a neighbor wℓ ∈ Zℓ. We also have S−(wℓ−1) = 2, which now guarantees the
existence of a back spine w2, . . . , wℓ−1, wℓ. It follows that wℓ−1 ∈ H̃(WC) by Lemma 5.15(i). Thus
Algorithm 2 calculates H− as the set of all in-hubs from Lemma 5.15(i), and N(H−) \WC is the
set of out-hubs from Lemma 5.15(i).

This completes the proof of the inductive claim for cycles, namely that H(WC) = H̃(WC) for
each non-trivial cycle C. The proof of Claim 5.19 is now complete.

Running time. We now analyze the running time. Recall that n = |V | is the number of vertices
of G and m = |E| is the number of edges. As the input graph is K-edge-connected, each vertex
has degree at least K, so m = Ω(Kn). One key property behind our estimate of the running time
is that for each basic cut ∂Z, its corresponding hub set H(Z) satisfies |H(Z)| ≤ 2K. This follows
directly from the fact that H(Z) ⊆ V (∂Z), and |∂Z| = K. Furthermore, the set differences that
occur in Algorithms 1 and 2 are also subsets of V (∂Z), so they can be computed in Õ(K) time.

We first analyze Algorithm 2. As explained above, all the sets U−
i , U+

i , H0, H−, H+ have size
O(K). Thus the computation of spines and of the sets H0, H−, H+ involves O(Kℓ) operations
on integers in {1, ..., n} and vertex identifiers. The subsequent computation consists of a constant
number of operations on sets of vertices of size K. Since the total length of the cycles in CG is O(n),
the overall time for all invocations of Algorithm 2 is Õ(Kn) = Õ(m).

Turning to Algorithm 1, the initialization part runs in time Õ(m), including the construction of
the cactus representation CG, ϕ (see [12]). Within the dynamic programming process, for each node
a of CG of degree d, processing a basic K-cut ∂Z = ∂W a involves O(d) set operations, each on sets
of vertices of size O(K). Since the number of links in CG is O(n), the total time for processing all
these K-cuts is Õ(Kn) = Õ(m).

Combining the bounds for Algorithms 1 and 2, we conclude that the total running time of our
algorithm is Õ(m). Together with Claim 5.19 this completes the proof of Theorem 1.2.
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A NP-Hardness for Degree 4

In this section, as a warm-up for our NP-completeness proof of problem STC for graphs of degree
3, we show a simpler proof for graphs of degree at most 4. That is, we prove the following theorem.

Theorem A.1. Problem STC is NP-complete for graphs of degree at most 4.

The proof is by reduction from problem (M2P1N)-SAT, the version of SAT defined in Section 3
(see also [23]). We show how, given a boolean expression ϕ that is an instance of (M2P1N)-SAT,
to compute in polynomial time a graph G and a constant K such that

(∗) ϕ is satisfiable if and only if stc(G) ≤ K.

Our construction builds on the ideas from [23, 18]; in particular we use the concept of a graph
with double-weighted edges, with weights a :b that are polynomial in the size of ϕ. This is permitted
by Lemma B.1 and our construction of W(a, b) in Appendix B. (Alternatively, for this proof we
can use the double-weight gadget of degree 4 constructed in [18].) For brevity, from now on we will
refer to double weights simply as “weights”. Similarly, the “degree” of a vertex refers to its weighted
degree.

Let ϕ be the given instance of (M2P1N)-SAT with n variables and m clauses, of which m′

clauses are 2N- or 2P-clauses. We take K = 3m + 5, and we convert ϕ into a graph G as follows
(see Figure 8):

• For each variable x, create a vertex x and for each clause κ create a vertex κ.
• For each vertex v that is a variable, 2N-clause or 2P-clause, create three other corresponding

vertices: root vertices r1v , r2v and a terminal vertex tv, connected by three unweighted edges
(r1v , r

2
v), (r1v , tv), and (r2v , tv).

• Add n + m′ weight-2 edges arbitrarily so that the root vertices form a cycle called the root
cycle. The edges in the cycle will be called root-cycle edges, and the edges connecting the root
cycle to terminal vertices are root-terminal edges.

• For each variable x, add a root-variable edge (x, tx) with weight 1:K − 5.
• For each 2P-clause γ, add an edge (γ, tγ) with weight 1:K − 1, and for each 2N-clause α, add

an edge (α, tα) with weight 2:K − 1. Call these edges root-clause edges.
• For each clause κ, add an edge from κ to each vertex representing a variable whose literal

(positive or negative) appears in κ. If κ is a positive clause, these edges have weight 1:K − 2,
and if κ is a negative clause, these edges have weight 1:K−3. Call such edges clause-variable
edges.

In the proof, when discussing G, for brevity, we will refer to the vertex representing a variable
x simply as “variable x” and, similarly, to the vertex representing a clause κ as “clause κ”.

It now remains to show that G and K satisfy condition (∗). We prove the two implications
in (∗) separately.

(⇒) Given a truth assignment that satisfies ϕ, we can construct a spanning tree T for G by adding
to it the following edges (see Figure 9):

• each root-variable edge,
• for each clause κ, exactly one clause-variable edge from κ to any variable whose literal satisfies
κ (if κ is satisfied by multiple literals, choose this variable arbitrarily),

• all edges in the root cycle except for one edge of weight 2,
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<latexit sha1_base64="N+h0S0j1AFOopa8EkWHuy530dvI=">AAAB9XicbVDLSsNAFL3xWeur6tLNaBFclaSL6rIgiMsK9gFtGibTSTt0JgkzE6WE/IcbF4q4FX+lO8EvceX0sdDWAxcO59zLvff4MWdK2/antbK6tr6xmdvKb+/s7u0XDg4bKkokoXUS8Ui2fKwoZyGta6Y5bcWSYuFz2vSHVxO/eU+lYlF4p0cxdQXuhyxgBGsjdaWXdvpYCJx1UyfzCkW7ZE+BlokzJ8Xqyff46+Paq3mFcacXkUTQUBOOlWo7dqzdFEvNCKdZvpMoGmMyxH3aNjTEgio3nV6doTOj9FAQSVOhRlP190SKhVIj4ZtOgfVALXoT8T+vnejg0k1ZGCeahmS2KEg40hGaRIB6TFKi+cgQTCQztyIywBITbYLKmxCcxZeXSaNcciqlyq1TrJZhhhwcwymcgwMXUIUbqEEdCEh4hGd4sR6sJ+vVepu1rljzmSP4A+v9B7Nnlww=</latexit>

r1
ω

<latexit sha1_base64="6IEkvdWtH2+VUJ3zHrUU9THiYeI=">AAAB9XicbVDLSsNAFL3xWeur6tJNtAiuStJFdVkQxGUF+4A2DZPppB06MwkzE6WE/IcbF4q4FX+lO8EvceX0sdDWAxcO59zLvfcEMaNKO86ntbK6tr6xmdvKb+/s7u0XDg4bKkokJnUcsUi2AqQIo4LUNdWMtGJJEA8YaQbDq4nfvCdS0Ujc6VFMPI76goYUI22krvTTTh9xjrJuWs78QtEpOVPYy8Sdk2L15Hv89XHt1/zCuNOLcMKJ0JghpdquE2svRVJTzEiW7ySKxAgPUZ+0DRWIE+Wl06sz+8woPTuMpCmh7an6eyJFXKkRD0wnR3qgFr2J+J/XTnR46aVUxIkmAs8WhQmzdWRPIrB7VBKs2cgQhCU1t9p4gCTC2gSVNyG4iy8vk0a55FZKlVu3WC3DDDk4hlM4BxcuoAo3UIM6YJDwCM/wYj1YT9ar9TZrXbHmM0fwB9b7D7Tslw0=</latexit>

r2
ω

<latexit sha1_base64="+fOcQoC/AgumZn4mm3UJZ2ifmk0=">AAAB8XicbZC7SgNBFIbPxluMt6ilFotBsAq7KaJlwMYygrlgEsLZyWwyZGZ2mZkVwpK3sLFQxNZSfBE7X8He3sml0MQfBj7+/xzmnBPEnGnjeZ9OZmV1bX0ju5nb2t7Z3cvvH9R1lChCayTikWoGqClnktYMM5w2Y0VRBJw2guHlJG/cUaVZJG/MKKYdgX3JQkbQWOvWdNN2H4XAcTdf8IreVO4y+HMoVI6/3/XX26DazX+0exFJBJWGcNS65Xux6aSoDCOcjnPtRNMYyRD7tGVRoqC6k04nHrun1um5YaTsk8adur87UhRaj0RgKwWagV7MJuZ/WSsx4UUnZTJODJVk9lGYcNdE7mR9t8cUJYaPLCBRzM7qkgEqJMYeKWeP4C+uvAz1UtEvF8vXfqFSgpmycAQncAY+nEMFrqAKNSAg4R4e4cnRzoPz7LzMSjPOvOcQ/sh5/QHnN5V+</latexit>

tω

<latexit sha1_base64="hf9b8jmjn6FgS0pBCIuwhluiN48=">AAAB8HicbZC7TsMwFIZPyq0UCgU2WCwqpE5V0qEwVmJhLBK9oDZUjuu0Vu0k2A6iivIEjCwMIMSKeBo2xMvgXgZo+SVLn/7/HPmc40WcKW3bX1ZmZXVtfSO7mdvazu/sFvb2myqMJaENEvJQtj2sKGcBbWimOW1HkmLhcdryRueTvHVHpWJhcKXHEXUFHgTMZwRrY13LXnKf3iSVtFco2mV7KrQMzhyKtcPS98PHbb7eK3x2+yGJBQ004VipjmNH2k2w1Ixwmua6saIRJiM8oB2DARZUucl04BSdGKeP/FCaF2g0dX93JFgoNRaeqRRYD9ViNjH/yzqx9s/chAVRrGlAZh/5MUc6RJPtUZ9JSjQfG8BEMjMrIkMsMdHmRjlzBGdx5WVoVspOtVy9dIq1CsyUhSM4hhI4cAo1uIA6NICAgEd4hhdLWk/Wq/U2K81Y854D+CPr/QdDWZOn</latexit>

r2
x

<latexit sha1_base64="NJD6jg2am8RpJ4DyR/IcdXZ55Sg=">AAAB8HicbZC7TsMwFIZPyq0UCgU2WCwqpE5V0qEwVmJhLBK9oDZUjuu0Vu0k2A6iivIEjCwMIMSKeBo2xMvgXgZo+SVLn/7/HPmc40WcKW3bX1ZmZXVtfSO7mdvazu/sFvb2myqMJaENEvJQtj2sKGcBbWimOW1HkmLhcdryRueTvHVHpWJhcKXHEXUFHgTMZwRrY13LXnKf3iRO2isU7bI9FVoGZw7F2mHp++HjNl/vFT67/ZDEggaacKxUx7Ej7SZYakY4TXPdWNEIkxEe0I7BAAuq3GQ6cIpOjNNHfijNCzSaur87EiyUGgvPVAqsh2oxm5j/ZZ1Y+2duwoIo1jQgs4/8mCMdosn2qM8kJZqPDWAimZkVkSGWmGhzo5w5grO48jI0K2WnWq5eOsVaBWbKwhEcQwkcOIUaXEAdGkBAwCM8w4slrSfr1XqblWasec8B/JH1/gNB1JOm</latexit>

r1
x

<latexit sha1_base64="QuPFxgdwluL6FkyNo45MrZUNoyw=">AAAB7HicbZC7SgNBFIbPxluMt2hKm8UgpAq7KaJlwCZgE8FNAkkIs5PZZMjs7DJzVgxLnsHGQhFbH0hsfABL38HJpdDEHwY+/v8c5pzjx4JrdJxPK7OxubW9k93N7e0fHB7lj0+aOkoUZR6NRKTaPtFMcMk85ChYO1aMhL5gLX98Nctbd0xpHslbnMSsF5Kh5AGnBI3lYT+9n/bzRafszGWvg7uEYq1Q+v66rn80+vn37iCiScgkUkG07rhOjL2UKORUsGmum2gWEzomQ9YxKEnIdC+dDzu1z40zsINImSfRnru/O1ISaj0JfVMZEhzp1Wxm/pd1EgwueymXcYJM0sVHQSJsjOzZ5vaAK0ZRTAwQqriZ1aYjoghFc5+cOYK7uvI6NCtlt1qu3rjFWgUWysIpnEEJXLiAGtShAR5Q4PAAT/BsSevRerFeF6UZa9lTgD+y3n4ALTSSmw==</latexit>

tx

<latexit sha1_base64="aMD7JNeo2zXAKzOuL0Qn6bq+eTA=">AAAB7XicbZC7SgNBFIbPeo3xFrUUZDAIVmE3RbQM2FgmYC6QLOHsZJKMmZ1dZmaFsKS0t7FQxNZXyHPY+Qy+hJNLoYk/DHz8/znMOSeIBdfGdb+ctfWNza3tzE52d2//4DB3dFzXUaIoq9FIRKoZoGaCS1Yz3AjWjBXDMBCsEQxvpnnjgSnNI3lnRjHzQ+xL3uMUjbXqbRTxADu5vFtwZyKr4C0gX4ZJ9fvxbFLp5D7b3YgmIZOGCtS65bmx8VNUhlPBxtl2olmMdIh91rIoMWTaT2fTjsmFdbqkFyn7pCEz93dHiqHWozCwlSGagV7OpuZ/WSsxvWs/5TJODJN0/lEvEcREZLo66XLFqBEjC0gVt7MSOkCF1NgDZe0RvOWVV6FeLHilQqnq5ctFmCsDp3AOl+DBFZThFipQAwr38AQv8OpEzrPz5rzPS9ecRc8J/JHz8QNRnpKf</latexit>

ω

<latexit sha1_base64="A/3e1eLckvyi1NqjtJ4HqogIw8w=">AAAB6HicbZC7SgNBFIbPxluMt6ilIItBsAq7KaJlwMYyAXOBZAmzk7PJmNnZZWZWDEtKKxsLRWx9ijyHnc/gSzi5FJr4w8DH/5/DnHP8mDOlHefLyqytb2xuZbdzO7t7+wf5w6OGihJJsU4jHsmWTxRyJrCumebYiiWS0OfY9IfX07x5j1KxSNzqUYxeSPqCBYwSbazaQzdfcIrOTPYquAsoVGBS+348nVS7+c9OL6JJiEJTTpRqu06svZRIzSjHca6TKIwJHZI+tg0KEqLy0tmgY/vcOD07iKR5Qtsz93dHSkKlRqFvKkOiB2o5m5r/Ze1EB1deykScaBR0/lGQcFtH9nRru8ckUs1HBgiVzMxq0wGRhGpzm5w5gru88io0SkW3XCzX3EKlBHNl4QTO4AJcuIQK3EAV6kAB4Qle4NW6s56tN+t9XpqxFj3H8EfWxw+sVpCD</latexit>

x

<latexit sha1_base64="kAiHg5aoa3PciiALT/oe5hSAXxw=">AAAB7HicbZDLSsNAFIZPvNZ6qwpu3ASL0FVJuqguC25cVjBtoQllMp20QyeTMHMilNBn6MaFIm59EB/BnQ/i3ulloa0/DHz8/znMOSdMBdfoOF/WxubW9s5uYa+4f3B4dFw6OW3pJFOUeTQRieqERDPBJfOQo2CdVDESh4K1w9HtLG8/MqV5Ih9wnLIgJgPJI04JGsvzQ4akVyo7VWcuex3cJZQb537l+2PqN3ulT7+f0CxmEqkgWnddJ8UgJwo5FWxS9DPNUkJHZMC6BiWJmQ7y+bAT+8o4fTtKlHkS7bn7uyMnsdbjODSVMcGhXs1m5n9ZN8PoJsi5TDNkki4+ijJhY2LPNrf7XDGKYmyAUMXNrDYdEkUomvsUzRHc1ZXXoVWruvVq/d4tN2qwUAEu4BIq4MI1NOAOmuABBQ5TeIYXS1pP1qv1tijdsJY9Z/BH1vsPb8GSGA==</latexit>

ω

<latexit sha1_base64="WPaczgl6pSkKR6iW5hkjYtzMmBQ=">AAAB7XicbZC7SgNBFIbPxluMt6hgY7MYhFRhN0W0DNhYRjAXyC5hdjKbjJnLMjMrhCXPoI2FIra+h49g54PYO7kUmvjDwMf/n8Occ6KEUW0878vJra1vbG7ltws7u3v7B8XDo5aWqcKkiSWTqhMhTRgVpGmoYaSTKIJ4xEg7Gl1N8/Y9UZpKcWvGCQk5GggaU4yMtVrBAHGOesWSV/FmclfBX0CpfhKUvz8egkav+Bn0JU45EQYzpHXX9xITZkgZihmZFIJUkwThERqQrkWBONFhNpt24p5bp+/GUtknjDtzf3dkiGs95pGt5MgM9XI2Nf/LuqmJL8OMiiQ1ROD5R3HKXCPd6epunyqCDRtbQFhRO6uLh0ghbOyBCvYI/vLKq9CqVvxapXbjl+pVmCsPp3AGZfDhAupwDQ1oAoY7eIRneHGk8+S8Om/z0pyz6DmGP3LefwAy1pKJ</latexit>

ω

<latexit sha1_base64="sqbBCPADBoyCU/b3aU5qsCT9ZP8=">AAAB9XicbVDLSgNBEJyNrxiNRr3pZTAIOYXdHKLHgBePEcwDkk3oncwmQ2Zn15lZJSz7Bf6AFw+KeBL8F2/izzh5HDSxoKGo6qa7y4s4U9q2v6zM2vrG5lZ2O7ezm9/bLxwcNlUYS0IbJOShbHugKGeCNjTTnLYjSSHwOG1548up37qjUrFQ3OhJRN0AhoL5jIA2Uk/2ky7waARpL6mk/ULRLtsz4FXiLEixdlz6fni/zdf7hc/uICRxQIUmHJTqOHak3QSkZoTTNNeNFY2AjGFIO4YKCKhyk9nVKT4zygD7oTQlNJ6pvycSCJSaBJ7pDECP1LI3Ff/zOrH2L9yEiSjWVJD5Ij/mWId4GgEeMEmJ5hNDgEhmbsVkBBKINkHlTAjO8surpFkpO9Vy9dop1ipojiw6QaeohBx0jmroCtVRAxEk0SN6Ri/WvfVkvVpv89aMtZg5Qn9gffwA+PCVww==</latexit>

r2
ω

<latexit sha1_base64="2J4J6ffaqCfT2EUs2rADEFfnn90=">AAAB8XicbZC7SgNBFIbPxluMt2hKm8UgpAq7KaJlwCZgE8FcMFnC2clsMmR2dpmZFcKSt7CxUMTWtxEbH8DSd3ByKTTxh4GP/z+HOef4MWdKO86nldnY3Nreye7m9vYPDo/yxyctFSWS0CaJeCQ7PirKmaBNzTSnnVhSDH1O2/74apa376lULBK3ehJTL8ShYAEjqI11p/tpD3k8wmk/X3TKzlz2OrhLKNYKpe+v6/pHo59/7w0ikoRUaMJRqa7rxNpLUWpGOJ3meomiMZIxDmnXoMCQKi+dTzy1z40zsINImie0PXd/d6QYKjUJfVMZoh6p1Wxm/pd1Ex1ceikTcaKpIIuPgoTbOrJn69sDJinRfGIAiWRmVpuMUCLR5kg5cwR3deV1aFXKbrVcvXGLtQoslIVTOIMSuHABNahDA5pAQMADPMGzpaxH68V6XZRmrGVPAf7IevsB2wWUtw==</latexit>

tω

<latexit sha1_base64="O1rpKXASAv2WSIv7N4iL3z115dU=">AAAB9XicbVDLSgNBEJyNrxiNRr3pZTAIOYXdHKLHgBePEcwDkk3oncwmQ2Zn15lZJSz7Bf6AFw+KeBL8F2/izzh5HDSxoKGo6qa7y4s4U9q2v6zM2vrG5lZ2O7ezm9/bLxwcNlUYS0IbJOShbHugKGeCNjTTnLYjSSHwOG1548up37qjUrFQ3OhJRN0AhoL5jIA2Uk/2ky7waARpL3HSfqFol+0Z8CpxFqRYOy59P7zf5uv9wmd3EJI4oEITDkp1HDvSbgJSM8JpmuvGikZAxjCkHUMFBFS5yezqFJ8ZZYD9UJoSGs/U3xMJBEpNAs90BqBHatmbiv95nVj7F27CRBRrKsh8kR9zrEM8jQAPmKRE84khQCQzt2IyAglEm6ByJgRn+eVV0qyUnWq5eu0UaxU0RxadoFNUQg46RzV0heqogQiS6BE9oxfr3nqyXq23eWvGWswcoT+wPn4A92uVwg==</latexit>

r1
ω

<latexit sha1_base64="zMNVNaFBZpKSwwYTHOflQwvQfbE=">AAAB6HicbZDLSsNAFIZP6q3GW9Wlm2ARXJWki+pGKLhx2YK9QBvKZHrSjp1MwsxEKKFP4MaFIm7VJ3Ijvo3Ty0Jbfxj4+P9zmHNOkHCmtOt+W7m19Y3Nrfy2vbO7t39QODxqqjiVFBs05rFsB0QhZwIbmmmO7UQiiQKOrWB0Pc1b9ygVi8WtHifoR2QgWMgo0caql3uFoltyZ3JWwVtAsQrvX/ZV8lHrFT67/ZimEQpNOVGq47mJ9jMiNaMcJ3Y3VZgQOiID7BgUJELlZ7NBJ86ZcfpOGEvzhHZm7u+OjERKjaPAVEZED9VyNjX/yzqpDi/9jIkk1Sjo/KMw5Y6OnenWTp9JpJqPDRAqmZnVoUMiCdXmNrY5gre88io0yyWvUqrUvWLVhbnycAKncA4eXEAVbqAGDaCA8ABP8GzdWY/Wi/U6L81Zi55j+CPr7Qed4Y/B</latexit>

2
<latexit sha1_base64="zMNVNaFBZpKSwwYTHOflQwvQfbE=">AAAB6HicbZDLSsNAFIZP6q3GW9Wlm2ARXJWki+pGKLhx2YK9QBvKZHrSjp1MwsxEKKFP4MaFIm7VJ3Ijvo3Ty0Jbfxj4+P9zmHNOkHCmtOt+W7m19Y3Nrfy2vbO7t39QODxqqjiVFBs05rFsB0QhZwIbmmmO7UQiiQKOrWB0Pc1b9ygVi8WtHifoR2QgWMgo0caql3uFoltyZ3JWwVtAsQrvX/ZV8lHrFT67/ZimEQpNOVGq47mJ9jMiNaMcJ3Y3VZgQOiID7BgUJELlZ7NBJ86ZcfpOGEvzhHZm7u+OjERKjaPAVEZED9VyNjX/yzqpDi/9jIkk1Sjo/KMw5Y6OnenWTp9JpJqPDRAqmZnVoUMiCdXmNrY5gre88io0yyWvUqrUvWLVhbnycAKncA4eXEAVbqAGDaCA8ABP8GzdWY/Wi/U6L81Zi55j+CPr7Qed4Y/B</latexit>

2
<latexit sha1_base64="zMNVNaFBZpKSwwYTHOflQwvQfbE=">AAAB6HicbZDLSsNAFIZP6q3GW9Wlm2ARXJWki+pGKLhx2YK9QBvKZHrSjp1MwsxEKKFP4MaFIm7VJ3Ijvo3Ty0Jbfxj4+P9zmHNOkHCmtOt+W7m19Y3Nrfy2vbO7t39QODxqqjiVFBs05rFsB0QhZwIbmmmO7UQiiQKOrWB0Pc1b9ygVi8WtHifoR2QgWMgo0caql3uFoltyZ3JWwVtAsQrvX/ZV8lHrFT67/ZimEQpNOVGq47mJ9jMiNaMcJ3Y3VZgQOiID7BgUJELlZ7NBJ86ZcfpOGEvzhHZm7u+OjERKjaPAVEZED9VyNjX/yzqpDi/9jIkk1Sjo/KMw5Y6OnenWTp9JpJqPDRAqmZnVoUMiCdXmNrY5gre88io0yyWvUqrUvWLVhbnycAKncA4eXEAVbqAGDaCA8ABP8GzdWY/Wi/U6L81Zi55j+CPr7Qed4Y/B</latexit>

2
<latexit sha1_base64="zMNVNaFBZpKSwwYTHOflQwvQfbE=">AAAB6HicbZDLSsNAFIZP6q3GW9Wlm2ARXJWki+pGKLhx2YK9QBvKZHrSjp1MwsxEKKFP4MaFIm7VJ3Ijvo3Ty0Jbfxj4+P9zmHNOkHCmtOt+W7m19Y3Nrfy2vbO7t39QODxqqjiVFBs05rFsB0QhZwIbmmmO7UQiiQKOrWB0Pc1b9ygVi8WtHifoR2QgWMgo0caql3uFoltyZ3JWwVtAsQrvX/ZV8lHrFT67/ZimEQpNOVGq47mJ9jMiNaMcJ3Y3VZgQOiID7BgUJELlZ7NBJ86ZcfpOGEvzhHZm7u+OjERKjaPAVEZED9VyNjX/yzqpDi/9jIkk1Sjo/KMw5Y6OnenWTp9JpJqPDRAqmZnVoUMiCdXmNrY5gre88io0yyWvUqrUvWLVhbnycAKncA4eXEAVbqAGDaCA8ABP8GzdWY/Wi/U6L81Zi55j+CPr7Qed4Y/B</latexit>

2
<latexit sha1_base64="zMNVNaFBZpKSwwYTHOflQwvQfbE=">AAAB6HicbZDLSsNAFIZP6q3GW9Wlm2ARXJWki+pGKLhx2YK9QBvKZHrSjp1MwsxEKKFP4MaFIm7VJ3Ijvo3Ty0Jbfxj4+P9zmHNOkHCmtOt+W7m19Y3Nrfy2vbO7t39QODxqqjiVFBs05rFsB0QhZwIbmmmO7UQiiQKOrWB0Pc1b9ygVi8WtHifoR2QgWMgo0caql3uFoltyZ3JWwVtAsQrvX/ZV8lHrFT67/ZimEQpNOVGq47mJ9jMiNaMcJ3Y3VZgQOiID7BgUJELlZ7NBJ86ZcfpOGEvzhHZm7u+OjERKjaPAVEZED9VyNjX/yzqpDi/9jIkk1Sjo/KMw5Y6OnenWTp9JpJqPDRAqmZnVoUMiCdXmNrY5gre88io0yyWvUqrUvWLVhbnycAKncA4eXEAVbqAGDaCA8ABP8GzdWY/Wi/U6L81Zi55j+CPr7Qed4Y/B</latexit>

2
<latexit sha1_base64="zMNVNaFBZpKSwwYTHOflQwvQfbE=">AAAB6HicbZDLSsNAFIZP6q3GW9Wlm2ARXJWki+pGKLhx2YK9QBvKZHrSjp1MwsxEKKFP4MaFIm7VJ3Ijvo3Ty0Jbfxj4+P9zmHNOkHCmtOt+W7m19Y3Nrfy2vbO7t39QODxqqjiVFBs05rFsB0QhZwIbmmmO7UQiiQKOrWB0Pc1b9ygVi8WtHifoR2QgWMgo0caql3uFoltyZ3JWwVtAsQrvX/ZV8lHrFT67/ZimEQpNOVGq47mJ9jMiNaMcJ3Y3VZgQOiID7BgUJELlZ7NBJ86ZcfpOGEvzhHZm7u+OjERKjaPAVEZED9VyNjX/yzqpDi/9jIkk1Sjo/KMw5Y6OnenWTp9JpJqPDRAqmZnVoUMiCdXmNrY5gre88io0yyWvUqrUvWLVhbnycAKncA4eXEAVbqAGDaCA8ABP8GzdWY/Wi/U6L81Zi55j+CPr7Qed4Y/B</latexit>

2
<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1
<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1
<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1
<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="5TYnF6t3eMjqgMPjxppEL75ve7c=">AAAB7HicbZC7SgNBFIbPxltMvEQtbQaDYGPYTRFFLAI2giAR3CSQLGF2MpsMmZ1dZmaFsAQLH8DGQhFLfSA7H8TeyaXQxB8GPv7/HOac48ecKW3bX1ZmaXlldS27nstvbG5tF3Z26ypKJKEuiXgkmz5WlDNBXc00p81YUhz6nDb8wcU4b9xRqVgkbvUwpl6Ie4IFjGBtLLd8dnXsdApFu2RPhBbBmUGxmr++/354P691Cp/tbkSSkApNOFaq5dix9lIsNSOcjnLtRNEYkwHu0ZZBgUOqvHQy7AgdGqeLgkiaJzSauL87UhwqNQx9Uxli3Vfz2dj8L2slOjj1UibiRFNBph8FCUc6QuPNUZdJSjQfGsBEMjMrIn0sMdHmPjlzBGd+5UWol0tOpVS5cYpVG6bKwj4cwBE4cAJVuIQauECAwSM8w4slrCfr1XqblmasWc8e/JH18QMHNpEo</latexit>

2 : K → 1
<latexit sha1_base64="vf8Yhu7uiBmklj3moh2sQgAD1gE=">AAAB7HicbZDLSgMxFIbP1FttvVRdugkWwY1lRqGKuCi4EQSp4LSFdiiZNNOGZjJDkhHKUFz4AG5cKOJSH8idD+Le9LLQ1h8CH/9/Djnn+DFnStv2l5VZWFxaXsmu5vJr6xubha3tmooSSahLIh7Jho8V5UxQVzPNaSOWFIc+p3W/fzHK63dUKhaJWz2IqRfirmABI1gby3XOrg6P24WiXbLHQvPgTKFYyV/ffz+8n1fbhc9WJyJJSIUmHCvVdOxYeymWmhFOh7lWomiMSR93adOgwCFVXjoedoj2jdNBQSTNExqN3d8dKQ6VGoS+qQyx7qnZbGT+lzUTHZx6KRNxoqkgk4+ChCMdodHmqMMkJZoPDGAimZkVkR6WmGhzn5w5gjO78jzUjkpOuVS+cYoVGybKwi7swQE4cAIVuIQquECAwSM8w4slrCfr1XqblGasac8O/JH18QMItpEp</latexit>

1 : K → 3

<latexit sha1_base64="QYmuup0me0evhaXjyJmuwy5QayY=">AAAB7HicbZC7SgNBFIbPxltMvEQtbQaDYGPYTRFFLAI2giAR3CSQLGF2MpsMmZ1dZmaFsAQLH8DGQhFLfSA7H8TeyaXQxB8GPv7/HOac48ecKW3bX1ZmaXlldS27nstvbG5tF3Z26ypKJKEuiXgkmz5WlDNBXc00p81YUhz6nDb8wcU4b9xRqVgkbvUwpl6Ie4IFjGBtLNc5uzoudwpFu2RPhBbBmUGxmr++/354P691Cp/tbkSSkApNOFaq5dix9lIsNSOcjnLtRNEYkwHu0ZZBgUOqvHQy7AgdGqeLgkiaJzSauL87UhwqNQx9Uxli3Vfz2dj8L2slOjj1UibiRFNBph8FCUc6QuPNUZdJSjQfGsBEMjMrIn0sMdHmPjlzBGd+5UWol0tOpVS5cYpVG6bKwj4cwBE4cAJVuIQauECAwSM8w4slrCfr1XqblmasWc8e/JH18QMHMpEo</latexit>

1 : K → 2

<latexit sha1_base64="e64RDMsPlJSsmbvLG1WyVXwrs94=">AAAB7HicbZDLSgMxFIbP1FttvVRdugkWwY1lRrCKuCi4EQSp4LSFdiiZNNOGZjJDkhHKUFz4AG5cKOJSH8idD+Le9LLQ1h8CH/9/Djnn+DFnStv2l5VZWFxaXsmu5vJr6xubha3tmooSSahLIh7Jho8V5UxQVzPNaSOWFIc+p3W/fzHK63dUKhaJWz2IqRfirmABI1gby3XOrg6P24WiXbLHQvPgTKFYyV/ffz+8n1fbhc9WJyJJSIUmHCvVdOxYeymWmhFOh7lWomiMSR93adOgwCFVXjoedoj2jdNBQSTNExqN3d8dKQ6VGoS+qQyx7qnZbGT+lzUTHZx6KRNxoqkgk4+ChCMdodHmqMMkJZoPDGAimZkVkR6WmGhzn5w5gjO78jzUjkpOuVS+cYoVGybKwi7swQE4cAIVuIQquECAwSM8w4slrCfr1XqblGasac8O/JH18QMLvpEr</latexit>

1 : K → 5
<latexit sha1_base64="u1FrOWnzl0dz/PFCNM2NQo8DkW8=">AAAB7HicbZDLSgMxFIbPeK2tl6pLN8EiuLFMXFQRFwU3giAVnLbQlpJJM21oJjMkGaEMxYUP4MaFIi71gdz5IO5NLwtt/SHw8f/nkHOOHwuujet+OQuLS8srq5m1bG59Y3Mrv71T1VGiKPNoJCJV94lmgkvmGW4Eq8eKkdAXrOb3L0Z57Y4pzSN5awYxa4WkK3nAKTHW8vDZ1RFu5wtu0R0LzQOeQqGcu77/fng/r7Tzn81ORJOQSUMF0bqB3di0UqIMp4INs81Es5jQPumyhkVJQqZb6XjYITqwTgcFkbJPGjR2f3ekJNR6EPq2MiSmp2ezkflf1khMcNpKuYwTwySdfBQkApkIjTZHHa4YNWJggVDF7ayI9ogi1Nj7ZO0R8OzK81A9LuJSsXSDC2UXJsrAHuzDIWA4gTJcQgU8oMDhEZ7hxZHOk/PqvE1KF5xpzy78kfPxAwWukSc=</latexit>

1 : K → 1
<latexit sha1_base64="QYmuup0me0evhaXjyJmuwy5QayY=">AAAB7HicbZC7SgNBFIbPxltMvEQtbQaDYGPYTRFFLAI2giAR3CSQLGF2MpsMmZ1dZmaFsAQLH8DGQhFLfSA7H8TeyaXQxB8GPv7/HOac48ecKW3bX1ZmaXlldS27nstvbG5tF3Z26ypKJKEuiXgkmz5WlDNBXc00p81YUhz6nDb8wcU4b9xRqVgkbvUwpl6Ie4IFjGBtLNc5uzoudwpFu2RPhBbBmUGxmr++/354P691Cp/tbkSSkApNOFaq5dix9lIsNSOcjnLtRNEYkwHu0ZZBgUOqvHQy7AgdGqeLgkiaJzSauL87UhwqNQx9Uxli3Vfz2dj8L2slOjj1UibiRFNBph8FCUc6QuPNUZdJSjQfGsBEMjMrIn0sMdHmPjlzBGd+5UWol0tOpVS5cYpVG6bKwj4cwBE4cAJVuIQauECAwSM8w4slrCfr1XqblmasWc8e/JH18QMHMpEo</latexit>

1 : K → 2

Figure 8: The construction of G.

<latexit sha1_base64="hf9b8jmjn6FgS0pBCIuwhluiN48=">AAAB8HicbZC7TsMwFIZPyq0UCgU2WCwqpE5V0qEwVmJhLBK9oDZUjuu0Vu0k2A6iivIEjCwMIMSKeBo2xMvgXgZo+SVLn/7/HPmc40WcKW3bX1ZmZXVtfSO7mdvazu/sFvb2myqMJaENEvJQtj2sKGcBbWimOW1HkmLhcdryRueTvHVHpWJhcKXHEXUFHgTMZwRrY13LXnKf3iSVtFco2mV7KrQMzhyKtcPS98PHbb7eK3x2+yGJBQ004VipjmNH2k2w1Ixwmua6saIRJiM8oB2DARZUucl04BSdGKeP/FCaF2g0dX93JFgoNRaeqRRYD9ViNjH/yzqx9s/chAVRrGlAZh/5MUc6RJPtUZ9JSjQfG8BEMjMrIkMsMdHmRjlzBGdx5WVoVspOtVy9dIq1CsyUhSM4hhI4cAo1uIA6NICAgEd4hhdLWk/Wq/U2K81Y854D+CPr/QdDWZOn</latexit>

r2
x

<latexit sha1_base64="NJD6jg2am8RpJ4DyR/IcdXZ55Sg=">AAAB8HicbZC7TsMwFIZPyq0UCgU2WCwqpE5V0qEwVmJhLBK9oDZUjuu0Vu0k2A6iivIEjCwMIMSKeBo2xMvgXgZo+SVLn/7/HPmc40WcKW3bX1ZmZXVtfSO7mdvazu/sFvb2myqMJaENEvJQtj2sKGcBbWimOW1HkmLhcdryRueTvHVHpWJhcKXHEXUFHgTMZwRrY13LXnKf3iRO2isU7bI9FVoGZw7F2mHp++HjNl/vFT67/ZDEggaacKxUx7Ej7SZYakY4TXPdWNEIkxEe0I7BAAuq3GQ6cIpOjNNHfijNCzSaur87EiyUGgvPVAqsh2oxm5j/ZZ1Y+2duwoIo1jQgs4/8mCMdosn2qM8kJZqPDWAimZkVkSGWmGhzo5w5grO48jI0K2WnWq5eOsVaBWbKwhEcQwkcOIUaXEAdGkBAwCM8w4slrSfr1XqblWasec8B/JH1/gNB1JOm</latexit>

r1
x

<latexit sha1_base64="QuPFxgdwluL6FkyNo45MrZUNoyw=">AAAB7HicbZC7SgNBFIbPxluMt2hKm8UgpAq7KaJlwCZgE8FNAkkIs5PZZMjs7DJzVgxLnsHGQhFbH0hsfABL38HJpdDEHwY+/v8c5pzjx4JrdJxPK7OxubW9k93N7e0fHB7lj0+aOkoUZR6NRKTaPtFMcMk85ChYO1aMhL5gLX98Nctbd0xpHslbnMSsF5Kh5AGnBI3lYT+9n/bzRafszGWvg7uEYq1Q+v66rn80+vn37iCiScgkUkG07rhOjL2UKORUsGmum2gWEzomQ9YxKEnIdC+dDzu1z40zsINImSfRnru/O1ISaj0JfVMZEhzp1Wxm/pd1EgwueymXcYJM0sVHQSJsjOzZ5vaAK0ZRTAwQqriZ1aYjoghFc5+cOYK7uvI6NCtlt1qu3rjFWgUWysIpnEEJXLiAGtShAR5Q4PAAT/BsSevRerFeF6UZa9lTgD+y3n4ALTSSmw==</latexit>

tx

<latexit sha1_base64="aMD7JNeo2zXAKzOuL0Qn6bq+eTA=">AAAB7XicbZC7SgNBFIbPeo3xFrUUZDAIVmE3RbQM2FgmYC6QLOHsZJKMmZ1dZmaFsKS0t7FQxNZXyHPY+Qy+hJNLoYk/DHz8/znMOSeIBdfGdb+ctfWNza3tzE52d2//4DB3dFzXUaIoq9FIRKoZoGaCS1Yz3AjWjBXDMBCsEQxvpnnjgSnNI3lnRjHzQ+xL3uMUjbXqbRTxADu5vFtwZyKr4C0gX4ZJ9fvxbFLp5D7b3YgmIZOGCtS65bmx8VNUhlPBxtl2olmMdIh91rIoMWTaT2fTjsmFdbqkFyn7pCEz93dHiqHWozCwlSGagV7OpuZ/WSsxvWs/5TJODJN0/lEvEcREZLo66XLFqBEjC0gVt7MSOkCF1NgDZe0RvOWVV6FeLHilQqnq5ctFmCsDp3AOl+DBFZThFipQAwr38AQv8OpEzrPz5rzPS9ecRc8J/JHz8QNRnpKf</latexit>

ω

<latexit sha1_base64="A/3e1eLckvyi1NqjtJ4HqogIw8w=">AAAB6HicbZC7SgNBFIbPxluMt6ilIItBsAq7KaJlwMYyAXOBZAmzk7PJmNnZZWZWDEtKKxsLRWx9ijyHnc/gSzi5FJr4w8DH/5/DnHP8mDOlHefLyqytb2xuZbdzO7t7+wf5w6OGihJJsU4jHsmWTxRyJrCumebYiiWS0OfY9IfX07x5j1KxSNzqUYxeSPqCBYwSbazaQzdfcIrOTPYquAsoVGBS+348nVS7+c9OL6JJiEJTTpRqu06svZRIzSjHca6TKIwJHZI+tg0KEqLy0tmgY/vcOD07iKR5Qtsz93dHSkKlRqFvKkOiB2o5m5r/Ze1EB1deykScaBR0/lGQcFtH9nRru8ckUs1HBgiVzMxq0wGRhGpzm5w5gru88io0SkW3XCzX3EKlBHNl4QTO4AJcuIQK3EAV6kAB4Qle4NW6s56tN+t9XpqxFj3H8EfWxw+sVpCD</latexit>

x

<latexit sha1_base64="kAiHg5aoa3PciiALT/oe5hSAXxw=">AAAB7HicbZDLSsNAFIZPvNZ6qwpu3ASL0FVJuqguC25cVjBtoQllMp20QyeTMHMilNBn6MaFIm59EB/BnQ/i3ulloa0/DHz8/znMOSdMBdfoOF/WxubW9s5uYa+4f3B4dFw6OW3pJFOUeTQRieqERDPBJfOQo2CdVDESh4K1w9HtLG8/MqV5Ih9wnLIgJgPJI04JGsvzQ4akVyo7VWcuex3cJZQb537l+2PqN3ulT7+f0CxmEqkgWnddJ8UgJwo5FWxS9DPNUkJHZMC6BiWJmQ7y+bAT+8o4fTtKlHkS7bn7uyMnsdbjODSVMcGhXs1m5n9ZN8PoJsi5TDNkki4+ijJhY2LPNrf7XDGKYmyAUMXNrDYdEkUomvsUzRHc1ZXXoVWruvVq/d4tN2qwUAEu4BIq4MI1NOAOmuABBQ5TeIYXS1pP1qv1tijdsJY9Z/BH1vsPb8GSGA==</latexit>

ω
<latexit sha1_base64="WPaczgl6pSkKR6iW5hkjYtzMmBQ=">AAAB7XicbZC7SgNBFIbPxluMt6hgY7MYhFRhN0W0DNhYRjAXyC5hdjKbjJnLMjMrhCXPoI2FIra+h49g54PYO7kUmvjDwMf/n8Occ6KEUW0878vJra1vbG7ltws7u3v7B8XDo5aWqcKkiSWTqhMhTRgVpGmoYaSTKIJ4xEg7Gl1N8/Y9UZpKcWvGCQk5GggaU4yMtVrBAHGOesWSV/FmclfBX0CpfhKUvz8egkav+Bn0JU45EQYzpHXX9xITZkgZihmZFIJUkwThERqQrkWBONFhNpt24p5bp+/GUtknjDtzf3dkiGs95pGt5MgM9XI2Nf/LuqmJL8OMiiQ1ROD5R3HKXCPd6epunyqCDRtbQFhRO6uLh0ghbOyBCvYI/vLKq9CqVvxapXbjl+pVmCsPp3AGZfDhAupwDQ1oAoY7eIRneHGk8+S8Om/z0pyz6DmGP3LefwAy1pKJ</latexit>

ω

<latexit sha1_base64="20P5S5igM+Y/m0afTV5s9DouvSU=">AAAB6XicbVDLSgNBEOyNrxhfUY9eBoPgadnNIXoMePEkUcwDkiXMTmaTIbOzy0yvEJb8gRcPinj1j7z5N04eB00saCiquunuClMpDHret1PY2Nza3inulvb2Dw6PyscnLZNkmvEmS2SiOyE1XArFmyhQ8k6qOY1Dydvh+Gbmt5+4NiJRjzhJeRDToRKRYBSt9FC965crnuvNQdaJvySVOizQ6Je/eoOEZTFXyCQ1put7KQY51SiY5NNSLzM8pWxMh7xrqaIxN0E+v3RKLqwyIFGibSkkc/X3RE5jYyZxaDtjiiOz6s3E/7xuhtF1kAuVZsgVWyyKMkkwIbO3yUBozlBOLKFMC3srYSOqKUMbTsmG4K++vE5aVdevubX7aqXuLuMowhmcwyX4cAV1uIUGNIFBBM/wCm/O2Hlx3p2PRWvBWc6cwh84nz9rbI1D</latexit>

2N
<latexit sha1_base64="5dIK0QWT60ihTl01gXtSTBmRhFo=">AAAB6XicbVDLSsNAFL2pr1pfVZduBovgKiRdVJcFNy6r2Ae0QSbTm3boZBJmJkIJ/QM3LhRx6x+582+cpl1o64GBwznnMveeMBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCSqF1KNgktsG24E9lKFNA4FdsPJzdzvPqHSPJEPZppiENOR5BFn1Fjpvt56rNY81ytA1om/JLUmLGDzX4NhwrIYpWGCat33vdQEOVWGM4GzyiDTmFI2oSPsWyppjDrIi01n5MIqQxIlyj5pSKH+nshprPU0Dm0ypmasV725+J/Xz0x0HeRcpplByRYfRZkgJiHzs8mQK2RGTC2hTHG7K2FjqigztpyKLcFfPXmddOqu33Abd/Va013WUYYzOIdL8OEKmnALLWgDgwie4RXenInz4rw7H4toyVnOnMIfOJ8/bnSNRQ==</latexit>

2P
<latexit sha1_base64="Mgl15+bIfi8dyGv9yRS0Qfkhmz4=">AAAB6XicbVDLSgMxFL1TX7W+qi7dBIvgapip0LosuHFZxT6gHSSTZtrQTGZI7ghl6B+4caGIW//InX9j+lho64HA4Zxzyb0nTKUw6HnfTmFjc2t7p7hb2ts/ODwqH5+0TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74Tjm5nfeeLaiEQ94CTlQUyHSkSCUbTS/VXzsVzxXG8Osk78Jak0YAGb/+oPEpbFXCGT1Jie76UY5FSjYJJPS/3M8JSyMR3ynqWKxtwE+XzTKbmwyoBEibZPIZmrvydyGhsziUObjCmOzKo3E//zehlG10EuVJohV2zxUZRJggmZnU0GQnOGcmIJZVrYXQkbUU0Z2nJKtgR/9eR10q66fs2t3VUrDXdZRxHO4BwuwYc6NOAWmtACBhE8wyu8OWPnxXl3PhbRgrOcOYU/cD5/AG/5jUY=</latexit>

3P

<latexit sha1_base64="hf9b8jmjn6FgS0pBCIuwhluiN48=">AAAB8HicbZC7TsMwFIZPyq0UCgU2WCwqpE5V0qEwVmJhLBK9oDZUjuu0Vu0k2A6iivIEjCwMIMSKeBo2xMvgXgZo+SVLn/7/HPmc40WcKW3bX1ZmZXVtfSO7mdvazu/sFvb2myqMJaENEvJQtj2sKGcBbWimOW1HkmLhcdryRueTvHVHpWJhcKXHEXUFHgTMZwRrY13LXnKf3iSVtFco2mV7KrQMzhyKtcPS98PHbb7eK3x2+yGJBQ004VipjmNH2k2w1Ixwmua6saIRJiM8oB2DARZUucl04BSdGKeP/FCaF2g0dX93JFgoNRaeqRRYD9ViNjH/yzqx9s/chAVRrGlAZh/5MUc6RJPtUZ9JSjQfG8BEMjMrIkMsMdHmRjlzBGdx5WVoVspOtVy9dIq1CsyUhSM4hhI4cAo1uIA6NICAgEd4hhdLWk/Wq/U2K81Y854D+CPr/QdDWZOn</latexit>

r2
x

<latexit sha1_base64="NJD6jg2am8RpJ4DyR/IcdXZ55Sg=">AAAB8HicbZC7TsMwFIZPyq0UCgU2WCwqpE5V0qEwVmJhLBK9oDZUjuu0Vu0k2A6iivIEjCwMIMSKeBo2xMvgXgZo+SVLn/7/HPmc40WcKW3bX1ZmZXVtfSO7mdvazu/sFvb2myqMJaENEvJQtj2sKGcBbWimOW1HkmLhcdryRueTvHVHpWJhcKXHEXUFHgTMZwRrY13LXnKf3iRO2isU7bI9FVoGZw7F2mHp++HjNl/vFT67/ZDEggaacKxUx7Ej7SZYakY4TXPdWNEIkxEe0I7BAAuq3GQ6cIpOjNNHfijNCzSaur87EiyUGgvPVAqsh2oxm5j/ZZ1Y+2duwoIo1jQgs4/8mCMdosn2qM8kJZqPDWAimZkVkSGWmGhzo5w5grO48jI0K2WnWq5eOsVaBWbKwhEcQwkcOIUaXEAdGkBAwCM8w4slrSfr1XqblWasec8B/JH1/gNB1JOm</latexit>

r1
x

<latexit sha1_base64="QuPFxgdwluL6FkyNo45MrZUNoyw=">AAAB7HicbZC7SgNBFIbPxluMt2hKm8UgpAq7KaJlwCZgE8FNAkkIs5PZZMjs7DJzVgxLnsHGQhFbH0hsfABL38HJpdDEHwY+/v8c5pzjx4JrdJxPK7OxubW9k93N7e0fHB7lj0+aOkoUZR6NRKTaPtFMcMk85ChYO1aMhL5gLX98Nctbd0xpHslbnMSsF5Kh5AGnBI3lYT+9n/bzRafszGWvg7uEYq1Q+v66rn80+vn37iCiScgkUkG07rhOjL2UKORUsGmum2gWEzomQ9YxKEnIdC+dDzu1z40zsINImSfRnru/O1ISaj0JfVMZEhzp1Wxm/pd1EgwueymXcYJM0sVHQSJsjOzZ5vaAK0ZRTAwQqriZ1aYjoghFc5+cOYK7uvI6NCtlt1qu3rjFWgUWysIpnEEJXLiAGtShAR5Q4PAAT/BsSevRerFeF6UZa9lTgD+y3n4ALTSSmw==</latexit>

tx

<latexit sha1_base64="aMD7JNeo2zXAKzOuL0Qn6bq+eTA=">AAAB7XicbZC7SgNBFIbPeo3xFrUUZDAIVmE3RbQM2FgmYC6QLOHsZJKMmZ1dZmaFsKS0t7FQxNZXyHPY+Qy+hJNLoYk/DHz8/znMOSeIBdfGdb+ctfWNza3tzE52d2//4DB3dFzXUaIoq9FIRKoZoGaCS1Yz3AjWjBXDMBCsEQxvpnnjgSnNI3lnRjHzQ+xL3uMUjbXqbRTxADu5vFtwZyKr4C0gX4ZJ9fvxbFLp5D7b3YgmIZOGCtS65bmx8VNUhlPBxtl2olmMdIh91rIoMWTaT2fTjsmFdbqkFyn7pCEz93dHiqHWozCwlSGagV7OpuZ/WSsxvWs/5TJODJN0/lEvEcREZLo66XLFqBEjC0gVt7MSOkCF1NgDZe0RvOWVV6FeLHilQqnq5ctFmCsDp3AOl+DBFZThFipQAwr38AQv8OpEzrPz5rzPS9ecRc8J/JHz8QNRnpKf</latexit>

ω

<latexit sha1_base64="A/3e1eLckvyi1NqjtJ4HqogIw8w=">AAAB6HicbZC7SgNBFIbPxluMt6ilIItBsAq7KaJlwMYyAXOBZAmzk7PJmNnZZWZWDEtKKxsLRWx9ijyHnc/gSzi5FJr4w8DH/5/DnHP8mDOlHefLyqytb2xuZbdzO7t7+wf5w6OGihJJsU4jHsmWTxRyJrCumebYiiWS0OfY9IfX07x5j1KxSNzqUYxeSPqCBYwSbazaQzdfcIrOTPYquAsoVGBS+348nVS7+c9OL6JJiEJTTpRqu06svZRIzSjHca6TKIwJHZI+tg0KEqLy0tmgY/vcOD07iKR5Qtsz93dHSkKlRqFvKkOiB2o5m5r/Ze1EB1deykScaBR0/lGQcFtH9nRru8ckUs1HBgiVzMxq0wGRhGpzm5w5gru88io0SkW3XCzX3EKlBHNl4QTO4AJcuIQK3EAV6kAB4Qle4NW6s56tN+t9XpqxFj3H8EfWxw+sVpCD</latexit>

x

<latexit sha1_base64="kAiHg5aoa3PciiALT/oe5hSAXxw=">AAAB7HicbZDLSsNAFIZPvNZ6qwpu3ASL0FVJuqguC25cVjBtoQllMp20QyeTMHMilNBn6MaFIm59EB/BnQ/i3ulloa0/DHz8/znMOSdMBdfoOF/WxubW9s5uYa+4f3B4dFw6OW3pJFOUeTQRieqERDPBJfOQo2CdVDESh4K1w9HtLG8/MqV5Ih9wnLIgJgPJI04JGsvzQ4akVyo7VWcuex3cJZQb537l+2PqN3ulT7+f0CxmEqkgWnddJ8UgJwo5FWxS9DPNUkJHZMC6BiWJmQ7y+bAT+8o4fTtKlHkS7bn7uyMnsdbjODSVMcGhXs1m5n9ZN8PoJsi5TDNkki4+ijJhY2LPNrf7XDGKYmyAUMXNrDYdEkUomvsUzRHc1ZXXoVWruvVq/d4tN2qwUAEu4BIq4MI1NOAOmuABBQ5TeIYXS1pP1qv1tijdsJY9Z/BH1vsPb8GSGA==</latexit>

ω
<latexit sha1_base64="WPaczgl6pSkKR6iW5hkjYtzMmBQ=">AAAB7XicbZC7SgNBFIbPxluMt6hgY7MYhFRhN0W0DNhYRjAXyC5hdjKbjJnLMjMrhCXPoI2FIra+h49g54PYO7kUmvjDwMf/n8Occ6KEUW0878vJra1vbG7ltws7u3v7B8XDo5aWqcKkiSWTqhMhTRgVpGmoYaSTKIJ4xEg7Gl1N8/Y9UZpKcWvGCQk5GggaU4yMtVrBAHGOesWSV/FmclfBX0CpfhKUvz8egkav+Bn0JU45EQYzpHXX9xITZkgZihmZFIJUkwThERqQrkWBONFhNpt24p5bp+/GUtknjDtzf3dkiGs95pGt5MgM9XI2Nf/LuqmJL8OMiiQ1ROD5R3HKXCPd6epunyqCDRtbQFhRO6uLh0ghbOyBCvYI/vLKq9CqVvxapXbjl+pVmCsPp3AGZfDhAupwDQ1oAoY7eIRneHGk8+S8Om/z0pyz6DmGP3LefwAy1pKJ</latexit>

ω

<latexit sha1_base64="20P5S5igM+Y/m0afTV5s9DouvSU=">AAAB6XicbVDLSgNBEOyNrxhfUY9eBoPgadnNIXoMePEkUcwDkiXMTmaTIbOzy0yvEJb8gRcPinj1j7z5N04eB00saCiquunuClMpDHret1PY2Nza3inulvb2Dw6PyscnLZNkmvEmS2SiOyE1XArFmyhQ8k6qOY1Dydvh+Gbmt5+4NiJRjzhJeRDToRKRYBSt9FC965crnuvNQdaJvySVOizQ6Je/eoOEZTFXyCQ1put7KQY51SiY5NNSLzM8pWxMh7xrqaIxN0E+v3RKLqwyIFGibSkkc/X3RE5jYyZxaDtjiiOz6s3E/7xuhtF1kAuVZsgVWyyKMkkwIbO3yUBozlBOLKFMC3srYSOqKUMbTsmG4K++vE5aVdevubX7aqXuLuMowhmcwyX4cAV1uIUGNIFBBM/wCm/O2Hlx3p2PRWvBWc6cwh84nz9rbI1D</latexit>

2N
<latexit sha1_base64="5dIK0QWT60ihTl01gXtSTBmRhFo=">AAAB6XicbVDLSsNAFL2pr1pfVZduBovgKiRdVJcFNy6r2Ae0QSbTm3boZBJmJkIJ/QM3LhRx6x+582+cpl1o64GBwznnMveeMBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCSqF1KNgktsG24E9lKFNA4FdsPJzdzvPqHSPJEPZppiENOR5BFn1Fjpvt56rNY81ytA1om/JLUmLGDzX4NhwrIYpWGCat33vdQEOVWGM4GzyiDTmFI2oSPsWyppjDrIi01n5MIqQxIlyj5pSKH+nshprPU0Dm0ypmasV725+J/Xz0x0HeRcpplByRYfRZkgJiHzs8mQK2RGTC2hTHG7K2FjqigztpyKLcFfPXmddOqu33Abd/Va013WUYYzOIdL8OEKmnALLWgDgwie4RXenInz4rw7H4toyVnOnMIfOJ8/bnSNRQ==</latexit>

2P
<latexit sha1_base64="Mgl15+bIfi8dyGv9yRS0Qfkhmz4=">AAAB6XicbVDLSgMxFL1TX7W+qi7dBIvgapip0LosuHFZxT6gHSSTZtrQTGZI7ghl6B+4caGIW//InX9j+lho64HA4Zxzyb0nTKUw6HnfTmFjc2t7p7hb2ts/ODwqH5+0TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74Tjm5nfeeLaiEQ94CTlQUyHSkSCUbTS/VXzsVzxXG8Osk78Jak0YAGb/+oPEpbFXCGT1Jie76UY5FSjYJJPS/3M8JSyMR3ynqWKxtwE+XzTKbmwyoBEibZPIZmrvydyGhsziUObjCmOzKo3E//zehlG10EuVJohV2zxUZRJggmZnU0GQnOGcmIJZVrYXQkbUU0Z2nJKtgR/9eR10q66fs2t3VUrDXdZRxHO4BwuwYc6NOAWmtACBhE8wyu8OWPnxXl3PhbRgrOcOYU/cD5/AG/5jUY=</latexit>

3P

Figure 9: Converting a truth assignment satisfying ϕ into a spanning tree T . The picture shows a variable
x with its 2N-clause α, 3P-clause β and 2P-clause γ. Tree edges are shown using thick (green) lines. On the
left, the case when x is false and edge (x, α) is chosen for α. On the right, the case when x is true and edge
(x, β) is chosen for β. Three other cases are not shown: when x is chosen for γ, when x is chosen for both β
and γ, and when x is not chosen at all.

• for each variable or clause u, edge (tu, r
1
u).

By inspection, T forms a spanning tree, and each clause is a leaf in T . Furthermore, for each
variable x, if x has an edge in T to its 2N-clause then x does not have an edge in T to any of its
positive clauses. To complete the proof of the (⇒) implication, we show that each edge e in T has
congestion at most K. For this, we consider several cases.
Case 1: e is in the root cycle or it is a root-terminal edge. Consider first the sub-case when
e = (r1v , r

2
v), for some v (variable or clause). Then e contributes 1 to its induced cut, (r2v , tv)

contributes 1, and the only edge from the root cycle not contained in T contributes 2. All other
edges in this cut are clause-variable and root-clause edges and there are at most 3m of them (because
clauses are leaves in T ). Thus, cngT (e) ≤ 4 + 3m < K.

The second sub-case is when e = (r2u, r
1
v), for some u ̸= v (variables or clauses), is very similar.

Edge e contributes 2 to its cut, the only edge from the root cycle not contained in T contributes 2,
and the clause-variable and root-clause edges contribute 3m at most, so cngT (e) ≤ 4 + 3m < K as
well.

In the third sub-case when e is a root-terminal edge (tv, r
1
v), for some v, e contributes 1 to its

cut, and (tv, r
2
v) contributes 1. If v is a clause, then the only other edge in the cut is a root-clause

edge of weight at most 2; if v is a variable, then all other edges in the cut are at most 5 of the 9

28



clause-variable edges from the clauses of x. Thus, cngT (e) ≤ 2 + 5 = 7 < K.
Case 2: e is a root-variable edge e = (x, tx) for some variable x. Let α, β, γ be the 2N-clause, 3P-
clause, and 2P-clause of x, respectively. The shore T+x

e of x of the cut induced by e contains x and
can also contain some of its clauses, but if it contains α then it contains none of β, γ. So T+x

e is either
(i) {x}, or (ii) {x, κ} for κ ∈ {α, β, γ}, or (iii) {x, β, γ}. In case (i), cngG,T (e) = (K−5)+3 ≤ K−2.
In case (ii), cngG,T (e) ≤ (K − 5) + 2 + 3 = K. (It is equal K only when κ = α.) In case (iii),
cngG,T (e) = (K − 5) + 1 + 2 + 2 = K.
Case 3: e is a clause-variable edge e = (x, κ), for some clause κ of x. If κ = α then cngG,T (e) =
(K − 3) + 3 = K, and if κ ∈ {β, γ} then cngG,T (e) = (K − 2) + 2 = K.

(⇐) Let T be a spanning tree with cngG(T ) ≤ K. We show how to convert T into a satisfying
assignment for ϕ. It is sufficient to prove the following lemma:

Lemma A.2. Tree T has the following properties:

(a) T does not contain any root-clause edges.
(b) If a variable x is connected in T to its 2N-clause, then x is not connected in T to its 2P-clause

or its 3P-clause.

The reason this lemma is sufficient is because it allows us to produce a satisfying assignment for
ϕ: For each variable x, if x is connected to its 2N-clause in T , make x false; otherwise make it true.
By Lemma A.2(b), this is a valid truth assignment, and by Lemma A.2(a), every clause vertex κ
has an edge in T to some of its variables, so the definition of the truth assignment guarantees that
this variable will satisfy κ.

Proof. The proof of Lemma A.2(a) is straightforward: Suppose that a 2N- or 2P-clause κ has its
root-clause edge f = (κ, tκ) in T . Let x, y be the two variables of the literals in κ. Then there are
two disjoint paths from κ to tκ in G that do not use f : namely paths starting with κ− x− tx and
κ − y − ty, and then following the root cycle to tκ, for one path clockwise and for the other one
counter-clockwise, to ensure that the paths are disjoint. The cut ∂Tf induced by f must contain at
least one edge from each of these two paths, implying cngT (f) ≥ K−1+2 = K+1, a contradiction.

The rest of this section is devoted to the proof of Lemma A.2(b), which will complete the proof
of NP-completeness. We start with the following claim:

Claim A.3. For any two root vertices, the path in T between these vertices consists of only root-cycle
edges and root-terminal edges.

To justify Claim A.3, consider any two different root vertices p and q and suppose that the p-to-q
path P in T does not satisfy Claim A.3. Since, by Lemma A.2(a), P does not contain any root-clause
edges, P must contain at least one clause-variable edge, say f = (y, κ) (cf. Figure 10). But then in
the cut ∂Tf induced by f , the vertices p and q would be in different shores, so this cut would have to
contain two root-cycle edges, or a root-cycle edge and two root-terminal edges, or four root-terminal
edges; in any case, the total weight of these edges is 4. Thus, cngT (f) ≥ K − 3 + 4 = K + 1 –
contradicting the assumption that cngG(T ) ≤ K. So Claim A.3 holds.

Continuing with the proof of Lemma A.2(b), let x be any variable, and let α, β, γ be its 2N-clause,
3P-clause, and 2P-clause. Assume for contradiction that edges (α, x) and (π, x) are in T for some
π ∈ {β, γ}. Consider the path P in T connecting {α, x, π} to the root cycle. By Lemma A.2(a), P
must use a root-variable edge, and let e = (y, ty) be the first such edge. We will examine the edges
crossing the cut ∂Te induced by e. From Claim A.3, we obtain:

Corollary A.4. The root cycle is on the shore T
+ty
e of ∂Te, while α, x, π are all on the shore T+y

e .
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<latexit sha1_base64="zMNVNaFBZpKSwwYTHOflQwvQfbE=">AAAB6HicbZDLSsNAFIZP6q3GW9Wlm2ARXJWki+pGKLhx2YK9QBvKZHrSjp1MwsxEKKFP4MaFIm7VJ3Ijvo3Ty0Jbfxj4+P9zmHNOkHCmtOt+W7m19Y3Nrfy2vbO7t39QODxqqjiVFBs05rFsB0QhZwIbmmmO7UQiiQKOrWB0Pc1b9ygVi8WtHifoR2QgWMgo0caql3uFoltyZ3JWwVtAsQrvX/ZV8lHrFT67/ZimEQpNOVGq47mJ9jMiNaMcJ3Y3VZgQOiID7BgUJELlZ7NBJ86ZcfpOGEvzhHZm7u+OjERKjaPAVEZED9VyNjX/yzqpDi/9jIkk1Sjo/KMw5Y6OnenWTp9JpJqPDRAqmZnVoUMiCdXmNrY5gre88io0yyWvUqrUvWLVhbnycAKncA4eXEAVbqAGDaCA8ABP8GzdWY/Wi/U6L81Zi55j+CPr7Qed4Y/B</latexit>

2
<latexit sha1_base64="zMNVNaFBZpKSwwYTHOflQwvQfbE=">AAAB6HicbZDLSsNAFIZP6q3GW9Wlm2ARXJWki+pGKLhx2YK9QBvKZHrSjp1MwsxEKKFP4MaFIm7VJ3Ijvo3Ty0Jbfxj4+P9zmHNOkHCmtOt+W7m19Y3Nrfy2vbO7t39QODxqqjiVFBs05rFsB0QhZwIbmmmO7UQiiQKOrWB0Pc1b9ygVi8WtHifoR2QgWMgo0caql3uFoltyZ3JWwVtAsQrvX/ZV8lHrFT67/ZimEQpNOVGq47mJ9jMiNaMcJ3Y3VZgQOiID7BgUJELlZ7NBJ86ZcfpOGEvzhHZm7u+OjERKjaPAVEZED9VyNjX/yzqpDi/9jIkk1Sjo/KMw5Y6OnenWTp9JpJqPDRAqmZnVoUMiCdXmNrY5gre88io0yyWvUqrUvWLVhbnycAKncA4eXEAVbqAGDaCA8ABP8GzdWY/Wi/U6L81Zi55j+CPr7Qed4Y/B</latexit>

2
<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1
<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1
<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="3BhZ4cOmyJfrkn+Zcu8+Gvj4O6M=">AAAB6HicbZC7SgNBFIbPeo3xFhVsbAaDkCrspoiWARvLBMwFskuYnZxNxsxemJkVwpInsNBCEVsfxUew80HsnVwKTfxh4OP/z2HOOX4iuNK2/WWtrW9sbm3ndvK7e/sHh4Wj45aKU8mwyWIRy45PFQoeYVNzLbCTSKShL7Dtj66nefsepeJxdKvHCXohHUQ84IxqYzWSXqFol+2ZyCo4CyjWTt3S98ejW+8VPt1+zNIQI80EVarr2In2Mio1ZwIneTdVmFA2ogPsGoxoiMrLZoNOyIVx+iSIpXmRJjP3d0dGQ6XGoW8qQ6qHajmbmv9l3VQHV17GoyTVGLH5R0EqiI7JdGvS5xKZFmMDlEluZiVsSCVl2twmb47gLK+8Cq1K2amWqw2nWKvAXDk4g3MogQOXUIMbqEMTGCA8wDO8WHfWk/Vqvc1L16xFzwn8kfX+A4YEkGg=</latexit>

p
<latexit sha1_base64="GZIgLJVWjtjbK4GcmIei5oSnEhk=">AAAB6HicbZC7SgNBFIbPxluMt6hgY7MYhFRhN0W0DNhYJmAukF3C7OQkGTM7u87MCmHJE1hooYitj+Ij2Pkg9k4uhSb+MPDx/+cw55wg5kxpx/myMmvrG5tb2e3czu7e/kH+8KipokRSbNCIR7IdEIWcCWxopjm2Y4kkDDi2gtHVNG/do1QsEjd6HKMfkoFgfUaJNlb9rpsvOCVnJnsV3AUUqide8fvj0at1859eL6JJiEJTTpTquE6s/ZRIzSjHSc5LFMaEjsgAOwYFCVH56WzQiX1unJ7dj6R5Qtsz93dHSkKlxmFgKkOih2o5m5r/ZZ1E9y/9lIk40Sjo/KN+wm0d2dOt7R6TSDUfGyBUMjOrTYdEEqrNbXLmCO7yyqvQLJfcSqlSdwvVMsyVhVM4gyK4cAFVuIYaNIACwgM8w4t1az1Zr9bbvDRjLXqO4Y+s9x+HiJBp</latexit>

q

<latexit sha1_base64="OWEIN5CeLvo4LwPnJd+AnFs942g=">AAAB6HicbZC7SgNBFIbPeo3xFhVsbAaDkCrspoiWARvLBMwFskuYnZxNxsxemJkVwpInsNBCEVsfxUew80HsnVwKTfxh4OP/z2HOOX4iuNK2/WWtrW9sbm3ndvK7e/sHh4Wj45aKU8mwyWIRy45PFQoeYVNzLbCTSKShL7Dtj66nefsepeJxdKvHCXohHUQ84IxqYzWCXqFol+2ZyCo4CyjWTt3S98ejW+8VPt1+zNIQI80EVarr2In2Mio1ZwIneTdVmFA2ogPsGoxoiMrLZoNOyIVx+iSIpXmRJjP3d0dGQ6XGoW8qQ6qHajmbmv9l3VQHV17GoyTVGLH5R0EqiI7JdGvS5xKZFmMDlEluZiVsSCVl2twmb47gLK+8Cq1K2amWqw2nWKvAXDk4g3MogQOXUIMbqEMTGCA8wDO8WHfWk/Vqvc1L16xFzwn8kfX+A3bckF4=</latexit>

f

<latexit sha1_base64="HvW4nDYuGrYwTsNPKReNbNEpGPc=">AAAB5HicbZC7SgNBFIbPxltcb9HWZjAIVmHXItoIARvLCOYCyRJmJ2eTMbOzy8ysEJY8gY2FYivoE9mIb+PkUmjiDwMf/38Oc84JU8G18bxvp7C2vrG5Vdx2d3b39g9K7mFTJ5li2GCJSFQ7pBoFl9gw3AhspwppHApshaPrad56QKV5Iu/MOMUgpgPJI86osdat3yuVvYo3E1kFfwHlGrx/uVfpR71X+uz2E5bFKA0TVOuO76UmyKkynAmcuN1MY0rZiA6wY1HSGHWQzwadkFPr9EmUKPukITP3d0dOY63HcWgrY2qGejmbmv9lncxEl0HOZZoZlGz+UZQJYhIy3Zr0uUJmxNgCZYrbWQkbUkWZsbdx7RH85ZVXoXle8auVarnmwVxFOIYTOAMfLqAGN1CHBjBAeIRneHHunSfndV5YcBYdR/BHztsPJqeOmQ==</latexit>

1

<latexit sha1_base64="ONjISnvek9qbLkFUsAY8lCYggNg=">AAAB7XicbZDLSgMxFIbPeK31VnUpSLAIrspMF9VlwY3LFuwF2qFk0rSNzSQhyQhl6NK9GxeKuPUV+hzufAZfwvSy0NYfAh//fw4550SKM2N9/8tbW9/Y3NrO7GR39/YPDnNHx3UjE01ojUgudTPChnImaM0yy2lTaYrjiNNGNLyZ5o0Hqg2T4s6OFA1j3Besxwi2zqq3h1gp3Mnl/YI/E1qFYAH5Mkyq349nk0on99nuSpLEVFjCsTGtwFc2TLG2jHA6zrYTQxUmQ9ynLYcCx9SE6WzaMbpwThf1pHZPWDRzf3ekODZmFEeuMsZ2YJazqflf1kps7zpMmVCJpYLMP+olHFmJpqujLtOUWD5ygIlmblZEBlhjYt2Bsu4IwfLKq1AvFoJSoVQN8uUizJWBUziHSwjgCspwCxWoAYF7eIIXePWk9+y9ee/z0jVv0XMCf+R9/ABcSZKm</latexit>

ω
<latexit sha1_base64="/VpqRLjLDb5zwlVvBSq9ogAI+gc=">AAAB7nicbZDLSgMxFIbP1Futt6pLQYJFdFVmuqguC25ctmBboR1KJs20YTKZkGSEMnTpA7hxoYhbH6HP4c5n8CVMLwtt/SHw8f/nkHNOIDnTxnW/nNza+sbmVn67sLO7t39QPDxq6SRVhDZJwhN1H2BNORO0aZjh9F4qiuOA03YQ3Uzz9gNVmiXizowk9WM8ECxkBBtrtbsRlhJf9Iolt+zOhFbBW0CpBpPG9+PppN4rfnb7CUljKgzhWOuO50rjZ1gZRjgdF7qpphKTCA9ox6LAMdV+Nht3jM6t00dhouwTBs3c3x0ZjrUexYGtjLEZ6uVsav6XdVITXvsZEzI1VJD5R2HKkUnQdHfUZ4oSw0cWMFHMzorIECtMjL1QwR7BW155FVqVslctVxteqVaBufJwAmdwCR5cQQ1uoQ5NIBDBE7zAqyOdZ+fNeZ+X5pxFzzH8kfPxA768ktc=</latexit>

ω→ <latexit sha1_base64="4phXQeghD0Umnbvv+NlmKZ+R6P4=">AAAB73icbZDLSgMxFIbPeK31VnUpSLBIXZWZLqrLghuXLdgLtEPJpJk2NJOJSUYoQ5e+gBsXirj1Dfoc7nwGX8L0stDWHwIf/38OOecEkjNtXPfLWVvf2Nzazuxkd/f2Dw5zR8cNHSeK0DqJeaxaAdaUM0HrhhlOW1JRHAWcNoPhzTRvPlClWSzuzEhSP8J9wUJGsLFWqzPEUuJCoZvLu0V3JrQK3gLyFZjUvh/PJtVu7rPTi0kSUWEIx1q3PVcaP8XKMMLpONtJNJWYDHGfti0KHFHtp7N5x+jCOj0Uxso+YdDM/d2R4kjrURTYygibgV7OpuZ/WTsx4bWfMiETQwWZfxQmHJkYTZdHPaYoMXxkARPF7KyIDLDCxNgTZe0RvOWVV6FRKnrlYrnm5SslmCsDp3AOl+DBFVTgFqpQBwIcnuAFXp1759l5c97npWvOoucE/sj5+AEhZ5MI</latexit>

ω→→

<latexit sha1_base64="2pDeZAyl5UlqYuObpjpmBh3+quU=">AAAB6HicbZC7SgNBFIbPeo3xFhVsbAaDkCrspoiWARvLBMwFkiXMTs4mY2YvzMwKy5InsNBCEVsfxUew80HsnVwKTfxh4OP/z2HOOV4suNK2/WWtrW9sbm3ndvK7e/sHh4Wj45aKEsmwySIRyY5HFQoeYlNzLbATS6SBJ7Dtja+nefsepeJReKvTGN2ADkPuc0a1sRppv1C0y/ZMZBWcBRRrp73S98djr94vfPYGEUsCDDUTVKmuY8fazajUnAmc5HuJwpiyMR1i12BIA1RuNht0Qi6MMyB+JM0LNZm5vzsyGiiVBp6pDKgeqeVsav6XdRPtX7kZD+NEY8jmH/mJIDoi063JgEtkWqQGKJPczErYiErKtLlN3hzBWV55FVqVslMtVxtOsVaBuXJwBudQAgcuoQY3UIcmMEB4gGd4se6sJ+vVepuXrlmLnhP4I+v9B5OokHE=</latexit>

y

<latexit sha1_base64="m0csINuoKrfAX2dZeQrsy1JX8OY=">AAAB8HicbZDLSgMxFIbPeK3VatWdboJF6KrMdFFdFty4rGAv0o4lk2ba0CQzJhmhDH0Cl25cKOJWfBp34suYXhba+kPg4//PIeecIOZMG9f9clZW19Y3NjNb2e2d3O5efv+goaNEEVonEY9UK8CaciZp3TDDaStWFIuA02YwvJjkzXuqNIvktRnF1Be4L1nICDbWulHdNBnfpt64my+4JXcqtAzeHArVo+L3w8ddrtbNf3Z6EUkElYZwrHXbc2Pjp1gZRjgdZzuJpjEmQ9ynbYsSC6r9dDrwGJ1ap4fCSNknDZq6vztSLLQeicBWCmwGejGbmP9l7cSE537KZJwYKsnsozDhyERosj3qMUWJ4SMLmChmZ0VkgBUmxt4oa4/gLa68DI1yyauUKldeoVqGmTJwDCdQBA/OoAqXUIM6EBDwCM/w4ijnyXl13malK8685xD+yHn/AT05k6M=</latexit>

r1
u

<latexit sha1_base64="vTPPNlVXE1eNv+oLBV+GnYS3JhE=">AAAB8HicbZC7TsMwFIZPyq0UCgU2WCwqpE5V0qEwVmJhLBK9oDZUjuu0Vu0k2A5SifIEjCwMIMSKeBo2xMvgXgZo+SVLn/7/HPmc40WcKW3bX1ZmZXVtfSO7mdvazu/sFvb2myqMJaENEvJQtj2sKGcBbWimOW1HkmLhcdryRueTvHVHpWJhcKXHEXUFHgTMZwRrY13LXnKf3iRO2isU7bI9FVoGZw7F2mHp++HjNl/vFT67/ZDEggaacKxUx7Ej7SZYakY4TXPdWNEIkxEe0I7BAAuq3GQ6cIpOjNNHfijNCzSaur87EiyUGgvPVAqsh2oxm5j/ZZ1Y+2duwoIo1jQgs4/8mCMdosn2qM8kJZqPDWAimZkVkSGWmGhzo5w5grO48jI0K2WnWq5eOsVaBWbKwhEcQwkcOIUaXEAdGkBAwCM8w4slrSfr1XqblWasec8B/JH1/gNE5pOo</latexit>

r1
z

<latexit sha1_base64="/fzpqrru0XEY/HVDdZYjN/v8XvU=">AAAB8HicbZC7TsMwFIZPyq0UCgU2WCwqpE5V0qEwVmJhLBK9oDZUjuu0Vu0k2A5SifIEjCwMIMSKeBo2xMvgXgZo+SVLn/7/HPmc40WcKW3bX1ZmZXVtfSO7mdvazu/sFvb2myqMJaENEvJQtj2sKGcBbWimOW1HkmLhcdryRueTvHVHpWJhcKXHEXUFHgTMZwRrY13LXnKf3iSVtFco2mV7KrQMzhyKtcPS98PHbb7eK3x2+yGJBQ004VipjmNH2k2w1Ixwmua6saIRJiM8oB2DARZUucl04BSdGKeP/FCaF2g0dX93JFgoNRaeqRRYD9ViNjH/yzqx9s/chAVRrGlAZh/5MUc6RJPtUZ9JSjQfG8BEMjMrIkMsMdHmRjlzBGdx5WVoVspOtVy9dIq1CsyUhSM4hhI4cAo1uIA6NICAgEd4hhdLWk/Wq/U2K81Y854D+CPr/QdGa5Op</latexit>

r2
z

<latexit sha1_base64="q/eQYAmfzlVQXgeUVbhJaoACWL8=">AAAB8HicbZC7SgNBFIbPxluMRqN22gwGIVXYTREtAzaWEcxFkjXMTmaTITO768xsICz7BJY2ForYik9jJ76Mk0uhiT8MfPz/Ocw5x4s4U9q2v6zM2vrG5lZ2O7ezm9/bLxwcNlUYS0IbJOShbHtYUc4C2tBMc9qOJMXC47TljS6neWtMpWJhcKMnEXUFHgTMZwRrY93KXjJO7xIn7RWKdtmeCa2Cs4Bi7bj0/fBxn6/3Cp/dfkhiQQNNOFaq49iRdhMsNSOcprlurGiEyQgPaMdggAVVbjIbOEVnxukjP5TmBRrN3N8dCRZKTYRnKgXWQ7WcTc3/sk6s/Qs3YUEUaxqQ+Ud+zJEO0XR71GeSEs0nBjCRzMyKyBBLTLS5Uc4cwVleeRWalbJTLVevnWKtAnNl4QROoQQOnEMNrqAODSAg4BGe4cWS1pP1ar3NSzPWoucI/sh6/wE+wpOk</latexit>

r1
v

<latexit sha1_base64="INeC6+mIxfOcnxysGk9a4JFconU=">AAAB8HicbZC7SgNBFIbPxluMRqN22gwGIVXYTREtAzaWEcxFkjXMTmaTITO768xsICz7BJY2ForYik9jJ76Mk0uhiT8MfPz/Ocw5x4s4U9q2v6zM2vrG5lZ2O7ezm9/bLxwcNlUYS0IbJOShbHtYUc4C2tBMc9qOJMXC47TljS6neWtMpWJhcKMnEXUFHgTMZwRrY93KXjJO75JK2isU7bI9E1oFZwHF2nHp++HjPl/vFT67/ZDEggaacKxUx7Ej7SZYakY4TXPdWNEIkxEe0I7BAAuq3GQ2cIrOjNNHfijNCzSaub87EiyUmgjPVAqsh2o5m5r/ZZ1Y+xduwoIo1jQg84/8mCMdoun2qM8kJZpPDGAimZkVkSGWmGhzo5w5grO88io0K2WnWq5eO8VaBebKwgmcQgkcOIcaXEEdGkBAwCM8w4slrSfr1Xqbl2asRc8R/JH1/gNAR5Ol</latexit>

r2
v

<latexit sha1_base64="ybIt4kmsOL5VQEYJmewptWAtCdQ=">AAAB6nicbZC7SgNBFIbPeo3xFk1pMxiEVGE3RbQM2ARsIpoLJEuYncwmQ2YvzJwV4pJHsLFQxNYnEhsfwNJ3cHIpNPGHgY//P4c553ixFBpt+9NaW9/Y3NrO7GR39/YPDnNHx00dJYrxBotkpNoe1VyKkDdQoOTtWHEaeJK3vNHlNG/dcaVFFN7iOOZuQAeh8AWjaKwb7N33cgW7ZM9EVsFZQKGaL35/XdU+6r3ce7cfsSTgITJJte44doxuShUKJvkk2000jykb0QHvGAxpwLWbzkadkDPj9IkfKfNCJDP3d0dKA63HgWcqA4pDvZxNzf+yToL+hZuKME6Qh2z+kZ9IghGZ7k36QnGGcmyAMiXMrIQNqaIMzXWy5gjO8sqr0CyXnEqpcu0UqmWYKwMncApFcOAcqlCDOjSAwQAe4AmeLWk9Wi/W67x0zVr05OGPrLcfa1iRkQ==</latexit>

tz
<latexit sha1_base64="pF7lifBWLWEWPJhiy0zilfTmey8=">AAAB6nicbZC7SgNBFIbPxluMt6ilFoNBsAq7KaJlwMYyorlAsoTZyWwyZPbCzFlhWfIINhaK2PoG4ovY+Qr29k4uhSb+MPDx/+cw5xwvlkKjbX9auZXVtfWN/GZha3tnd6+4f9DUUaIYb7BIRqrtUc2lCHkDBUrejhWngSd5yxtdTvLWHVdaROEtpjF3AzoIhS8YRWPdYC/tFUt22Z6KLIMzh1Lt+Ptdf70N673iR7cfsSTgITJJte44doxuRhUKJvm40E00jykb0QHvGAxpwLWbTUcdk1Pj9IkfKfNCJFP3d0dGA63TwDOVAcWhXswm5n9ZJ0H/ws1EGCfIQzb7yE8kwYhM9iZ9oThDmRqgTAkzK2FDqihDc52COYKzuPIyNCtlp1quXjulWgVmysMRnMAZOHAONbiCOjSAwQDu4RGeLGk9WM/Wy6w0Z817DuGPrNcfep+SWg==</latexit>

ty
<latexit sha1_base64="ybIt4kmsOL5VQEYJmewptWAtCdQ=">AAAB6nicbZC7SgNBFIbPeo3xFk1pMxiEVGE3RbQM2ARsIpoLJEuYncwmQ2YvzJwV4pJHsLFQxNYnEhsfwNJ3cHIpNPGHgY//P4c553ixFBpt+9NaW9/Y3NrO7GR39/YPDnNHx00dJYrxBotkpNoe1VyKkDdQoOTtWHEaeJK3vNHlNG/dcaVFFN7iOOZuQAeh8AWjaKwb7N33cgW7ZM9EVsFZQKGaL35/XdU+6r3ce7cfsSTgITJJte44doxuShUKJvkk2000jykb0QHvGAxpwLWbzkadkDPj9IkfKfNCJDP3d0dKA63HgWcqA4pDvZxNzf+yToL+hZuKME6Qh2z+kZ9IghGZ7k36QnGGcmyAMiXMrIQNqaIMzXWy5gjO8sqr0CyXnEqpcu0UqmWYKwMncApFcOAcqlCDOjSAwQAe4AmeLWk9Wi/W67x0zVr05OGPrLcfa1iRkQ==</latexit>

tz

<latexit sha1_base64="fxjnZMMgaHukgHclhJetayPKc90=">AAAB8HicbZC7SgNBFIbPxluMt6ilzWoQrMJuimgZEMQygrlIsi6zk9lkyMzsMjMrLEuewsZCEVs7XyWd4JNYObkUmvjDwMf/n8Occ4KYUaUd59PKrayurW/kNwtb2zu7e8X9g6aKEolJA0csku0AKcKoIA1NNSPtWBLEA0ZawfBykrceiFQ0Erc6jYnHUV/QkGKkjXUn/Swd3WfuyC+WnLIzlb0M7hxKtePv8dfHlV/3i+NuL8IJJ0JjhpTquE6svQxJTTEjo0I3USRGeIj6pGNQIE6Ul00HHtmnxunZYSTNE9qeur87MsSVSnlgKjnSA7WYTcz/sk6iwwsvoyJONBF49lGYMFtH9mR7u0clwZqlBhCW1Mxq4wGSCGtzo4I5gru48jI0K2W3Wq7euKVaBWbKwxGcwBm4cA41uIY6NAADh0d4hhdLWk/Wq/U2K81Z855D+CPr/QcD/pT0</latexit>

r1
y

<latexit sha1_base64="ceJNc5fq+1MgDj36cdEcX+2a9Kk=">AAAB8HicbZC7SgNBFIbPxluMt6ilzWoQrMJuimgZEMQygrlIsi6zk9lkyMzsMjMrLEuewsZCEVs7XyWd4JNYObkUmvjDwMf/n8Occ4KYUaUd59PKrayurW/kNwtb2zu7e8X9g6aKEolJA0csku0AKcKoIA1NNSPtWBLEA0ZawfBykrceiFQ0Erc6jYnHUV/QkGKkjXUn/Swd3WeVkV8sOWVnKnsZ3DmUasff46+PK7/uF8fdXoQTToTGDCnVcZ1YexmSmmJGRoVuokiM8BD1ScegQJwoL5sOPLJPjdOzw0iaJ7Q9dX93ZIgrlfLAVHKkB2oxm5j/ZZ1EhxdeRkWcaCLw7KMwYbaO7Mn2do9KgjVLDSAsqZnVxgMkEdbmRgVzBHdx5WVoVsputVy9cUu1CsyUhyM4gTNw4RxqcA11aAAGDo/wDC+WtJ6sV+ttVpqz5j2H8EfW+w8Fg5T1</latexit>

r2
y

Figure 10: The cut of a clause-variable edge f = (κ, y) that is on a path between two different root vertices
p and q, implying cngT (f) ≥ K + 1. Tree edges are shown using thick (green) lines. The cut is indicated
using a (blue) dashed curve.

By the definition of (M2P1N)-SAT, different clauses in ϕ cannot share more than one variable.
This implies that there are four distinct variables z1, z2, z3, z4, none equal to x, with clause-variable
edges from α, β, γ, namely such that z1 ∈ α, z2, z3 ∈ β, and z4 ∈ γ. This in turn implies that there
are 7 edge-disjoint paths in G from the set {α, x, π} to the root cycle. These paths are:

• α− tα − r1α, α− tα − r2α (these count as disjoint because w1(α, tα) = 2), α− z1 − tz1 − r1z1 ,
• x− tx − r1x,
• if π = β: β − z2 − tz2 − r1z2 , β − z3 − tz3 − r1z3 , x− γ − tγ − r1γ .
• if π = γ: γ − tγ − r1γ , γ − z4 − tz4 − r1z4 , x− β − z2 − tz2 − r1z2 .

All these 7 paths cross cut ∂Te, and at most one of them can use edge e to cross it. So the congestion
of e is at least cngT (e) ≥ K − 5 + 6 = K + 1, contradicting the choice of T , and completing the
proof of Lemma A.2.

B The Double-Weight Gadget

In this section we describe the construction of our double-weight gadget W(a, b), that will be used
to replace edges with double weights in our NP-completeness proof in Section 3. The double-weight
gadget is constructed from a sub-gadget that we call a bottleneck, that we introduce first.

The bottleneck gadget. For an integer w ≥ 3, we define a w-bottleneck of degree 3 as an
unweighted graph B = B(w) with two distinguished vertices s, t called the gates of B, that has the
following properties:
(b1) stc(B) = w,
(b2) for any spanning tree T of B, the s-to-t path in T contains an edge e with cngB,T (e) ≥ w,
(b3) the degrees of s and t are 2 and all other degrees in B are at most 3.

We now show a construction of B(w). We remark that congestion properties of some grid-
like graphs of degree 3 have been analyzed in the literature, for example in [19] for hexagonal
grids. However, these results are not sufficient for our purpose because they don’t explicitly address
condition (b2) of bottleneck graphs.

Let w ≥ 3 be the specified parameter. Our gadget is a hexagonal grid, depicted as a slanted
wall-of-bricks grid of dimensions w×w, illustrated in Figure 11 for w = 4 and w = 5. More precisely,
geometrically the grid has w− 1 rows of 2× 1 rectangular faces called bricks, with w− 1 bricks per
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row. The vertices are the corners of the rectangles, with the edges represented by lines connecting
these corners. The gate s of B is the bottom left corner while t is chosen to be the top right corner.
The gates have degree 2 and all other vertices have degree 2 or 3, so property (b3) is satisfied.

s

t

s

t

w = 5w = 4

Figure 11: Bottleneck gadget B for w = 4 and w = 5. Their spanning trees T̃ with congestion w are shown
in thick (red).

First, we claim that B has property (b1) that stc(B) = w. It is sufficient to prove that stc(B) ≤ w,
because the other inequality follows from (b2). To this end, we specify a spanning tree T̃ of B with
congestion w (See Figure 11.) For odd w, T̃ includes the middle horizontal path, with vertical
branches alternatively connecting to the top and bottom boundaries. For even w, T̃ includes both
middle horizontal paths, with one of the two middle vertical edges connecting them. The vertical
branches are analogous to the odd case. By inspection, the congestion of T̃ in both cases is w.
Specifically, for odd w, excluding the edges on the left and right boundaries, the edges in the middle
horizontal path and the vertical edges touching this path have congestion w. All other edges have
lower congestion. For even w, the connecting edge in the middle row has congestion w, and the
edges along the middle horizontal paths touching the central brick also have congestion w. All
other edges have lower congestion. Note that in both cases, the s-to-t path in T̃ includes some of
congestion-w edges.

Next, we prove property (b2), namely that for any spanning tree T of B, at least one of the
edges in the s-to-t path P in T has congestion at least w. To do this, it is convenient to express
the argument in terms of the dual graph. This follows the approach in [10, 20], where the authors
studied congestion in rectangular and triangular grid graphs. Let Bst = B+(s, t), a graph obtained
from B by adding an edge (s, t), that splits the outer face of B into two faces. T remains a valid
spanning tree of Bst. Let B̂st be the dual graph of Bst. (B̂st has some parallel edges, because B has
some vertices of degree 2.) Define zi,j to be the dual vertex in B̂st representing the brick at (skewed)
column i and row j, where 1 ≤ i, j ≤ w − 1. We also define two special dual vertices: zw,0 is the
dual vertex of the outer face whose boundary includes the bottom and right boundaries of B, and
z0,w corresponds to the outer face whose boundary include the top and left boundaries of B (See
Figure 12.)

Let T̂ be the graph obtained from B̂st by removing the edges dual to the edges of T . Then T̂ is
connected and acyclic, so it is a spanning tree of B̂st, and is referred to as the tree dual to T .

Now consider the dual vertices corresponding to the bricks on the main diagonal of B namely
the vertices zi,j where i + j = w. Let C be the set of (horizontal) edges of B dual to the edges
of the path z0,w − z1,w−1 − z2,w−2 − · · · − zw−1,1 − zw,0 in B̂st. C is a cut of B (consisting of the
edges along the main diagonal), and therefore P contains at least one edge from C, say an edge
e ∈ T whose dual is ê = (zp,q, zp+1,q−1). Note zp,q is above e while zp+1,q−1 is below it. Since
the cycle P + (s, t) encloses the top-left region of Bst (more precisely, the corresponding dual edges
form a cut of B that separates z0,w from zw,0), there are two disjoint paths Q,Q′ in T̂ that start
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Figure 12: Illustration of an s-t path P in thick (blue) edges that includes an edge e with congestion w = 5.

at zp,q and zp+1,q−1 and end at z0,w and zw,0, respectively (See Figure 12 for an example). Let
l(Q), l(Q′) denote their respective lengths. Both Q,Q′ must cross the boundaries of B. If the two
boundaries they cross are top and bottom then l(Q) + l(Q′) ≥ w − q + (q − 1) = w − 1; if they
are left and right then l(Q) + l(Q′) ≥ p + w − (p + 1) = w − 1. Otherwise, if the two boundaries
are top and right, then l(Q) + l(Q′) ≥ w − q + w − (p + 1) = w − 1; if they are left and bottom
then l(Q) + l(Q′) ≥ p + q − 1 = w − 1. In all cases, l(Q) + l(Q′) ≥ w − 1. It is not difficult to
see that the congestion of e is equal to l(Q) + l(Q′) + 1; for a detailed proof of this observation see
the analyses of rectangular grids in [10, Section 3.3] and triangular grids in [20, pp. 6], that both
naturally apply also to our wall-of-bricks gadget. This means cngG,T (e) ≥ w which completes the
proof for property (b2).

Double-weight gadget. To construct a double-weight gadget W(a, b) of degree 3, where a : b is a
double weight with a < b, create a disjoint copies B1, ...,Ba of B(b − a + 1) (constructed above),
where the gates of each Bi are si and ti. Then add two additional vertices s∗ and t∗ called the ports
of W(a, b), with s∗ connected by edges to each gate si and t∗ is connected by edges to each gate ti.
(See Figure 13.)

The lemma below, establishing the validity of converting a bottleneck sub-gadget into a double-
weight gadget W(a, b), was shown in [23] for some specific choice of the bottleneck sub-gadget, but
it trivially extends to our more general formulation, so we omit its proof here.

!3
!2u v

s3

s2 t2

t3

!1s1 t1

u vu v

Figure 13: On the left, the double-weight gadget W(a, b) replacing an edge (u, v) of G with weight a : b
to produce a new graph G′. Here, a = 3. The pictures in the middle and right illustrate how this gadget
“simulates” the double weight. If (u, v) is not in the spanning tree of G, the corresponding spanning tree
of G′ can traverse the gadget as in the middle picture, contributing a to the congestion. If (u, v) is in the
spanning tree of G, the corresponding spanning tree of G′ can traverse the gadget as in the picture on the
right, contributing (b− a+ 1) + a− 1 = b to the congestion.
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Lemma B.1. Let K ≥ 3 be an integer, G a double-weighted graph of maximum degree ∆ ≥ 3, and
e = (u, v) ∈ E an edge in G with double weight a : b satisfying a < b and b− a ≤ K − 2. Let G′ be
the graph obtained from G by removing e and replacing it by a degree-3 double-weight gadget W(a, b)
whose ports s∗ and t∗ are identified with u and v, respectively. Then
(i) The (weighted) degrees of the original vertices of G (including u, v) remain unchanged. Thus

the maximum degree in G′ is ∆.
(ii) stc(G) ≤ K if and only if stc(G′) ≤ K.
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