Operations with matrices
Definition: For any m, n € N we define the zero matrix
Om,n € R™*" satisfying Vi, : (Om,n)ij = 0. Denoted also as 0.

For n € N the identity matrix l,, € R"™" is defined as
(In)jj = 1 when i = j and (l,);; = 0 otherwise. Denoted also as I.

The main diagonal of a square matrix A means the elements a;;.

2,3 0 0 O ' 3

0 01

Definition: The transpose of a matrix A € R™*"
is the matrix AT € R"™™ defined as (A");; = aj;.

A square matrix A is symmetric if AT = A, i.e. (A"); = aji = aj.

Example: 1 4
. 1 2 3\ . L7
The transpose matrix to A = isA'=[2 5].
4 5 6 3 6

The matrix A = <_3

7 0> is symmetric since it satisfies A = AT,



Operations with matrices

Definition:
The sum of matrices A, B € R™*" is (A+ B) € R™*" defined as

(A + B)jj = aj + by.

Example:
1203\ (70 -2\ _ (147 240 3-2\_(8 2 1
4 5 6 1 -5 1) \441 5-5 6+1) \5 0 7
Definition:
The t-multiple of a matrix A € R™*" t € Ris (tA) € R™*" s.t.
(tA),-j:ta,-J-.

Example:

3123_3~13-23-3_369

4 5 6) \3-4 3.5 3.6) \12 15 18



Matrix product

Definition:
For Ac R™*" B € R"*P the product (AB) € R™*P is defined as

(AB),J = Z a;kbkj.
k=1

Example:

1 2 4 0 (1) g 9 8
ForA=|0 0 1 3| and B= 5 0 weget AB= |2 3].

3120 0 1 79

1 2 1

Mnemotechnically: 0 3 0

2 0 2

B 01 0

A | AB 1 2 40|9 8
0 01 3|2 3 N
31 2 07 9 31 2 017

3.141-042:240-0=7



Matrix product

Definition:
For Ac R™*" B € R"*P the product (AB) € R™*P is defined as

(AB),J = kzl a,-kbkj.

Observation: The matrix product AB for A € R™*" B € R"*P
requires mnp multiplications and m(n — 1)p additions, in total
mnp + m(n— 1)p = 2mnp — mp =~ mnp arithmetic operations.

We read & as "asymptotically” or "approximately” and it means
only the largest term(s) without any multiplicative constant(s).

Warning: For matrices, multiple and product mean different things!

The matrix product is used in the notation Ax = b, where
the vector x is considered as a matrix with a single column.



Prove or solve on your own

Proposition: If the results of operations are defined then:
(A+B)+C=A+(B+C) A+B=B+A

A+0=A JdB:A+B=A
s(tA) = (st)A (s+t)A=sA+tA
(A+B) = AT + BT (tA)" = tAT

(AT =A

Find square matrices A, B such that AB # BA.

Show that the matrix AAT is symmetric for any A.

Show that for any A € R™*" it holds that I,,A = Al, = A.
Derive the following rules for the products of block matrices.

(41 4) <g;> = AiB; + A,B,

A A B: B> . A:B, + AB; AB,+ AB,
A; A,)\B; B,) \A3B;+A;B; A3B,+ AyB,



Proposition: If the results of the operations are defined then:

1. (AB)T = BTAT 3.(A+ B)C = AC + BC
2. (AB)C = A(BC) 4. A(BB+C)=AB+ AC
Proof:

1. Ais of order m x n =—> Bis of order n x p
((AB)"); = (AB)j; = kgl ajibii =

= 3 buax = > (BT)u(A")y = (BTAT);
k=1 k=1
2. A of order m x n = B of order n x p = C of order p X g
P p /on
(AB)C); = % (AB)ucsy = 3 (55 anbuc) =
k=1 k=1 \i=1
P n nop
= > > apbieci = > Y aibicg =
k=1/=1 =1 k=1
n P n
= /21 aijl <k21 b/kaj> = /; ai(BC); = (A(BC));



Proposition: If the results of the operations are defined then:
1. (AB)T = BTAT 3. (A+B)C=AC + BC
2. (AB)C = A(BC) 4. A(B+ C)=AB+ AC

3. Ac R™" — B € R™" C € R"™P
(A+B)C); = kZ (A+ B)ikci; = > (aik + bix)cij =

n

kE (alka_/ + bIka_]) Z ik Ckj + Z blkck_]
= (AC); + (BC);; = (AC + BC);
4. AG]R'"X”:>B C € R"™P

A(B+ C)); = E ai(B+ C)y = Z aik(bij + cj) =

/\

= kZ( ikbij + aikcij) = Z ajkbij + Z ajkChj =
-1
= (AB);j + (AC); = (AB —l— AC);



Example for the proof of the product associativity

p p n
(4B)C); = 3 (4 ),kckj-zz(za,-,b,k)ckj:

k=1
P n
= > Y aibicy = Z Z ajibyccr =
k=1i=1
n n
= > ai <Z bIkaj> = > ai = (A(BC));
=1 k=1 =1
m:q:[:]:l’n:p:2 6
.
0 1 6 01
2 3 7 2 3
(4 5[10 19]193 4 5193

1903=10-6+19-7=(4-04+5-2)-6+(4-1+5-3)-7 =
(4-0-645-2-6)+(4-1-745:3-7) = (4-0-6+4-1.7)+(5-2-64+5-3-7) =
4.(0-64+1-7)45-(2-6+3-7)=4-7+5-33 =193



Efficiency of the product evaluation
AcR™" B¢ R™P CcRP*9:(AB)C = A(BC)

AB =~ mnp arithmetic operations,

‘ A ABB (Ag)C .(AB)C ~ mpq operations, .
in total ~ mp(n + q) operations.
BC =~ npq operations,
B| BC A(BC) ~ mnq operations,
A | A(BC) in total &~ nq(m+ p) operations. Z
When m < n, p, q, we get mp(n+ q) < nqg(m + p). 1
4 -1
2 -3 3| 1 2 -3 3
—1 2 —-1|-1 -1 2 —1
1 2 0 1 1 0 1 2 0
2 —4| 0 -2 -2| 0 —2 4| 0

The first way has more intermediate values than

Though the final result is the same in both ways, a suitable order
of evaluation may affect the overall computational complexity.



Elementary matrices

Observation: Let B be the matix obtained from A by:

» the multiplication of the i-th row by t # 0. Then B = EA
where ¢ =t, e =1 for k # i and ey =0 for k # I.

» the adding the j-th row to the i-th. Then B = EA where
ej =1, ex = 1, for all k, and ey =0 for i # k # | # j.

Such matrices E are called
elementary matrices.
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Questions to understand the lecture topic

» Which of the matrix identities would become invalid
if product of individual numbers was not commutative?

» Which would become invalid if sum was not commutative?

» What are the assumptions for block sizes in the rules for block
matrix multiplication?

» What do the elementary matrices for the remaining
elementary operations look like: adding t times the ith row to
the jth row and swapping two rows?

» What does the product with the elementary matrix
from the right, ie. AE, yield?



