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Linear programming. Given a set H of n hyperplanes in Rd, find a point p which lies on or
below all hyperplanes in H, while minimizing a given linear objective function.

Basic definitions.

Definition 1. Given p ∈ Rd, let Violatep(H) = {h ∈ H; h is strictly below p}. A subset R ⊆ H
is an ε-net of H if for every p ∈ Rd,

Violatep(R) = ∅ =⇒ |Violatep(H)| ≤ ε|H|.

Definition 2. Let ρp(H) = |Violatep(H)|/|H|. A subset R ⊆ H is a sensitive ε-approximation of
H with respect to P ⊆ Rd, if for every p ∈ P ,

|ρp(R)− ρp(H)| ≤ (ε/2)
√
ρp(H) + ε2/2.

Main result. Deterministic algorithm for linear programming with running time:

• O(d3 logc d)dn,

• O(d)(2+O(δ))dn for any constant δ > 0,

• O(d)d/2(log d)3dn with n a power of 2.

Tools

Lemma 1.

(a) (Mergeability) If Ri is an ε-net of Hi for each i, then
⋃
iRi is an ε-net of

⋃
iHi.

(b) Given a set H of n ≥ d hyperplanes in Rd, we can construct an ε-net of H of size O(dε logn)
in O(n/d)d+O(1) deterministic time.

Fact 2. Define Cap(H,α) = {p ∈ Rd; ρp(H) ≤ α}.

(a) (Mergeability) If Ri is a sensitive ε-approximation of Hi w.r.t P and the Hi have equal size,
then

⋃
iRi is a sensitive ε-approximation of H w.r.t. P .

(b) (Reducibility) If R is a sensitive ε-approximation of H w.r.t. P and R′ is a sensitive ε′-
approximation of R w.r.t. P , then R′ is a sensitive (ε + 2ε′) approximation of H w.r.t.
P .

(c) Given a set H of n hyperplanes in Rd with n ≥ r ≥ c0d
ε2 logn for some constant c0, and given

a parameter t ≥ 1, we can construct a sensitive ε-approximation of H w.r.t. Cap(H, (tε)2)
of size r in O(tεn/d)d+O(1) deterministic time.

Lemma 3.

(a) If R is a sensitive
√
ε-approximation of H w.r.t. Cap(H, ε+ 1

|H| ), then R is an ε-net of H.

(b) If R is a sensitive cε-approximation of H w.r.t. Cap(H, (tε)2), then
Cap(H, (tε)2) ⊆ Cap(R, ((t+ c)ε)2).
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