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Let µ be a meassure de�ned over graphs and let G be an unknown graph
over n vertices. An algorithm for estimating µ(G) is given an approximation
parameter ε, the number of vertices n, and query access to the graph G (degree
queries and neighbor queries). Algorithm output an estimate µ̂ of µ(G) such
that with hight constant probability, µ̂ = (1 ± ε).µ(G), where for γ ∈ (0, 1) we
use the notation a = (1± γ).b to mean that (1− γ).b ≤ a ≤ (1 + γ).b.

We denote l(G) the number of length-2 paths in G. Set β = ε
c for some

constant c > 1 and t = dlog(1+β) ne (so that t = O( logn
ε )).

De�nition For i = 0, . . . , t de�ne

Bi = {v : deg(v) ∈ ((1 + β)i−1, (1 + β)i]}

Algorithm 1(Estimating the number of length-2 paths for G =
(V,E))

Input: ε and l̃

• 1. Let β = ε
32 , t = dlog(1+β) ne, and
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ε

2
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• 2. Uniformly and independently select Θ( nθ1 ·
log t
ε2 ) vertices from V , and

let S denote the multiset of selected vertices (we allow repetitions).

• 3. For i = 0, . . . , t determine Si = S ∩ Bi by performing a degree query
on every vertex in S.

• 4. Let L = {i : |Si|
|S| ≥ 2 θ1n }.

If maxi∈L{2
(
(1+β)i−1

2

)
· θ1} > 4l̃ then terminate.

• 5. For each i ∈ L run Algorithm 2 to get estimates {êi,j}j /∈L for {|Ei,j |}j /∈L.

• 6. Output

l̂ =
∑
i∈L

n · |Si|
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·
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)
+
∑
j /∈L
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êi,j · ((1 + β)j − 1)
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l̃ Query and Time Complexity
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Theorem 0.1 If 1
2 l(G) ≤ l̃ ≤ 2l(G) then with probability at least 2

3 , the output,

l̂, of Algorithm 1 satis�es l̂ = (1± ε) · l(G). The query complexity and running
time of the algorithm are
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2 ,
n
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}) · poly(log n,
1

ε
)

.

Theorem 0.2 Any constant-factor multiplication algorithm for the number of
length-2 paths:

1) must perform Ω( n

l
1
3 (G)

) queries

2) must perform Ω(
√
n) queries when the number of length-2 paths is O(n2)

3) must perform Ω( n
3
2

l
1
2 (G)

) queries when the number of length-2 paths is Ω(n2)

Theorem 0.3 For m = O(n) it is necessary to perform Ω(m) queries in order
to distinguish with high constant probability between the case that a graph con-
tains Θ(n) triangles and the case that it contains no triangles. This bound holds
when neighbor and degree queries are allowed.

Theorem 0.4 For m = O(n) it is necessary to perform Ω(m) queries in order
to distinguish with high constant probability between the case that a graph con-
tains Θ(n2) length-3 paths and the case that it contains no length-3 path. This
bound holds when neighbor and degree queries are allowed.
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