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Abstract
We prove the conjecture of Albertson stating that every planar

graph can be 5-list-colored, even if it contains precolored vertices, as
long as they are sufficiently far apart from each other. In order to
prove this claim, we also give bounds on the sizes of graphs critical
with respect to 5-list coloring. In particular, if G is a planar graph, H
is a connected subgraph of G and L is an assignment of lists of colors
to the vertices of G such that |L(v)| ≥ 5 for every v ∈ V (G) \ V (H)
and G is not L-colorable, then G contains a subgraph with O(|H|2)
vertices that is not L-colorable.

1 List colorings of planar graphs

For a graph G, a list assignment is a function L that assigns a set of colors
to each vertex of G. For v ∈ V (G), we say that L(v) is the list of v. An
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L-coloring of G is a function ϕ such that ϕ(v) ∈ L(v) for every v ∈ V (G)
and ϕ(u) 6= ϕ(v) for any pair of adjacent vertices u, v ∈ V (G). A graph
G is k-choosable if G is L-colorable for every list assignment L such that
|L(v)| ≥ k for each v ∈ V (G).

A well-known result by Thomassen [10] states that every planar graph is
5-choosable. This implies that planar graphs are 5-colorable. Since planar
graphs are known to be 4-colorable [2, 3], a natural question is whether
the result can be strengthened. Voigt [14] gave an example of a non-4-
choosable planar graph; hence, the vertices with lists of size smaller than
5 must be restricted in some way. For example, Albertson [1] asked the
following question.

Problem 1. Does there exist a constant d such that whenever G is a planar
graph with list assignment L that gives list of size one or five to each vertex
and the distance between any pair of vertices with list of size one is at least
d, then G is L-colorable?

For usual colorings, Albertson [1] proved that if S is a set of vertices in
a planar graph G that are precolored with colors 1–5 and are at distance
at least 4 from each other, then the precoloring of S can be extended to a
5-coloring of G. This solved a problem asked earlier by Thomassen [11]. This
result does not generalize to 4-colorings even if we have only two precolored
vertices (arbitrarily far apart). Examples are given by triangulations of the
plane that have precisely two vertices of odd degree. As proved by Ballantine
[5] and Fisk [8], the two vertices of odd degree must have the same color in
every 4-coloring. Thus, precoloring them with a different color, we cannot
extend the precoloring to a 4-coloring of the whole graph.

Recently, there has been a significant progress towards the solution of
Albertson’s problem, see [4] and [7]. Let us remark that when the number
of precolored vertices is also bounded by some constant, then the answer
is positive by the results of Kawarabayashi and Mohar [9] on 5-list-coloring
graphs on surfaces. In this paper, we prove that the answer is positive in
general.

Theorem 2. If G is a planar graph with list assignment L that gives list of
size one or five to each vertex and the distance between any pair of vertices
with list of size one is at least 19828, then G is L-colorable.

In the proof, we need the following result concerning the case that the
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precolored vertices form a connected subgraph, which is of an independent
interest.

Theorem 3. Suppose that G is a planar graph, H is a connected subgraph
of G and L is an assignment of lists to the vertices of G such that |L(v)| ≥ 5
for v ∈ V (G) \ V (H). If G is not L-colorable, then G contains a subgraph F
with at most 8|V (H)|2 vertices such that F is not L-colorable.

Let us remark that the existence of such a subgraph of bounded size
follows from [9], but our bound on the size of F is much better and gives a
better estimate on the required distance in Problem 1. In fact, we conjecture
that this bound can be improved to linear.

Conjecture 4. Suppose that G is a planar graph, H is a connected subgraph
of G and L is an assignment of lists to the vertices of G such that |L(v)| ≥ 5
for v ∈ V (G) \ V (H). If G is not L-colorable, then G contains a subgraph F
with O(|V (H)|) vertices such that F is not L-colorable.

In order to prove Theorem 2, we instead consider a more general state-
ment allowing some lists of smaller size. Let G be a plane graph, P a subpath
of its outer face H, and X a subset of V (G). For a positive integer M , a list
assignment L for G is M-valid with respect to P and X if

• |L(v)| = 5 for v ∈ V (G) \ (V (H) ∪X),

• 3 ≤ |L(v)| ≤ 5 for v ∈ V (H) \ (V (P ) ∪X),

• |L(v)| = 1 for v ∈ X,

• the subgraph of G induced by V (P ) ∪X is L-colorable, and

• for every v ∈ X, the vertices of V (G)\{v} at distance at most M from
v do not belong to P and have lists of size 5.

If X = ∅ and L is 0-valid, we say that L is valid.
A key ingredient for our proofs is the following well-known result of

Thomassen [10] regarding the coloring of planar graphs from lists of restricted
sizes.

Theorem 5 ([10]). If G is a connected plane graph with outer face H, xy
an edge of H and L a list assignment that is valid with respect to xy, then G
is L-colorable.
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There exist arbitrarily large non-L-colorable graphs with this structure if
we allow a path of length two to be precolored. Thomassen [12] gave their
complete description, see Lemma 12. In Theorem 3, we deal with the more
general case when P has fixed length k. In particular, we show that if G is
a minimal non-L-colorable graph satisfying the assumptions of Theorem 3,
then at most k − 2 of its vertices incident with the outer face have lists of
size at least four. In conjunction with Theorem 3, this enables us to bound
the size of such graphs with the additional assumption that no two vertices
with list of size three are adjacent.

Next, we use the new approach to 5-choosability of planar graphs devel-
oped in [7] to show that we can reduce the problem to the case that only
one internal vertex is precolored. Having established this fact, the following
lemma gives the affirmative answer to Problem 1.

Lemma 6. There exists a constant M with the following property. For every
plane graph G with outer face H, any (possibly null) subpath P of H of length
at most one, any x ∈ V (G)\V (P ) and any list assignment L that is M-valid
with respect to P and {x} such that no two vertices with list of size three are
adjacent, the graph G is L-colorable.

We first prove Theorem 3, in Section 2. In Section 3, we prove Theorem 3.
In Section 4, we show that Lemma 6 implies our main result, Theorem 2.
Finally, in Section 5, we prove Lemma 6.

Let us mention that we could also allow different kinds of “irregulari-
ties” other than just precolored vertices, for example, precolored triangles
or crossings, as long as the irregularity satisfies the condition analogous to
Lemma 6. To keep the presentation manageable, we do not give proofs in
this full generality and focus on the case of precolored single vertices.

2 Critical graphs

To avoid dealing with irrelevant subgraphs, we define what a list-coloring
critical graph means. Let G be a graph, T ⊆ G a (not necessarily induced)
subgraph of G and L a list assignment to the vertices of V (G). For an L-
coloring ϕ of T , we say that ϕ extends to an L-coloring of G if there exists
an L-coloring of G that matches ϕ on V (T ). The graph G is T -critical with
respect to the list assignment L if G 6= T and for every proper subgraph
G′ ⊂ G such that T ⊆ G′, there exists a coloring of T that extends to

4



an L-coloring of G′, but does not extend to an L-coloring of G. If the list
assignment is clear from the context, we shorten this and say that G is T -
critical. Note that G is list-critical for the usual definition of criticality if
and only if it is ∅-critical. Let us also observe that every proper subgraph
of a T -critical graph that includes T is L-colorable, and that it may happen
that G is also L-colorable.

Let G be a T -critical graph (with respect to some list assignment). For
S ⊆ G, a graph G′ ⊆ G is an S-component of G if S is a proper subgraph
of G′, T ∩G′ ⊆ S and all edges of G incident with vertices of V (G′) \ V (S)
belong to G′. For example, if G is a plane graph with T contained in the
boundary of its outer face and S is a cycle in G that does not bound a face,
then the subgraph of G drawn inside the closed disk bounded by S (which
we denote by IntS(G)) is an S-component of G.

Another important example of S-components comes from chords. Given
a graph G and a cycle K ⊆ G, an edge uv is a chord of K if u, v ∈ V (K),
but uv is not an edge of K. For an integer k ≥ 2, a path v0v1 . . . vk is a
k-chord if v0, vk ∈ V (K) and v1, . . . , vk−1 6∈ V (K). Suppose that K bounds
the outer face of a T -critical graph G, where T is a subpath of K. Let the
set K ′ consist of V (K) \ V (T ) and of the endvertices of T . Let S be a chord
or a k-chord of K such that both its endvertices belong to K ′, and let c be a
simple closed curve in plane consisting of S and a curve in the outer face of G
joining the endpoints of S, such that T lies outside the closed disk bounded
by c. The subgraph G′ of G drawn inside the closed disk bounded by c is an
S-component. We say that G′ is the subgraph of G split off by S.

The S-components have the following basic property.

Lemma 7. Let G be a T -critical graph with respect to a list assignment L.
Let G′ be an S-component of G, for some S ⊆ G. Then G′ is S-critical.

Proof. If G contains an isolated vertex v that does not belong to T , then
since G is T -critical, we have that L(v) = ∅ and T = G− v. Observe that if
G′ is an S-component of G, then S ⊆ T and G′ − v = S, and clearly G′ is
S-critical.

Therefore, we can assume that every isolated vertex of G belongs to
T . Consequently, every isolated vertex of G′ belongs to S. Suppose for
a contradiction that G′ is not S-critical. Then, there exists an edge e ∈
E(G′) \ E(S) such that every L-coloring of S that extends to G′ − e also
extends to G′. Note that e 6∈ E(T ). Since G is T -critical, there exists a
coloring ψ of T that extends to an L-coloring ϕ of G−e, but does not extend
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to an L-coloring of G. However, by the choice of e, the restriction of ϕ to
S extends to an L-coloring ϕ′ of G′. Let ϕ′′ be the coloring that matches
ϕ′ on V (G′) and ϕ on V (G) \ V (G′). Observe that ϕ′′ is an L-coloring of G
extending ψ, which is a contradiction.

Lemma 7 together with the following reformulation of Theorem 5 enables
us to apply induction to critical graphs.

Lemma 8. Let G be a plane graph with its outer face H bounded by a cycle
and L a list assignment for G such that |L(v)| ≥ 5 for v ∈ V (G) \ V (H).
If G is H-critical with respect to the list assignment L, then either H has a
chord or G contains a vertex with at least three neighbors in H.

Proof. Suppose that H is an induced cycle. Since G is H-critical, there
exists an L-coloring ϕ of H that does not extend to an L-coloring of G.
Let L′ be the list assignment for the graph G′ = G − V (H) obtained from
L by removing the colors of vertices of H given by ϕ from the lists of their
neighbors. Since ϕ does not extend to G, it follows that G′ is not L′-colorable,
and by Theorem 5, there exists v ∈ V (G′) with |L′(v)| ≤ 2. This implies
that v has at least three neighbors in H.

Clearly, to prove Theorem 3, it suffices to bound the size of critical graphs.
It is more convenient to bound the weight of such graphs, which is defined
as follows. Let G be a plane graph, P a subgraph of the outer face H of
G, and L a list assignment. For a face f 6= H, we set ωG,P,L(f) = |f | − 3,
where |f | denotes the length of f (if an edge is incident with the same face
f on both sides, it contributes 2 to |f |). We set ωG,P,L(H) = 0. The weight
is also defined for the vertices of G. If v ∈ V (P ), then ωG,P,L(v) = 1 if v is
a cut-vertex of G, and ωG,P,L(v) = 0 otherwise. If v ∈ V (H) \ V (P ), then
ωG,P,L(v) = |L(v)| − 3. If v ∈ V (G) \ V (H), then ωG,P,L(v) = 0. In the
cases where G, P or L are clear from the context, we drop the corresponding
indices. We set

ωP,L(G) =
∑

v∈V (G)

ωG,P,L(v) +
∑

f∈F (G)

ωG,P,L(f),

where the sums go over the vertices and faces of G, respectively.
Let S be a set of proper colorings of K. We say that v ∈ V (K) is relaxed

in S if there exist two distinct colorings in S that differ only in the color of
v.
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Lemma 9. Let G be a plane graph with its outer face H bounded by a cycle
and L a list assignment for G such that |L(v)| ≥ 5 for v ∈ V (G) \ V (H). If
G is H-critical with respect to the list assignment L and G is not equal to H
with one added chord, then

ωH,L(G) +
|V (G) \ V (H)|

2|H|+ 2
≤ |H| − 9/2.

Proof. We proceed by induction. Assume that the lemma holds for all graphs
having fewer edges than G. For a subgraph G′ of G with outer face C, let

θ(G′) = ωC,L(G′) +
|V (G′) \ V (C)|

2|H|+ 2
.

Let C 6= H be a cycle in G such that |C| ≤ |H|. By Lemma 7, IntC(G)
is C-critical with respect to L if C is not a face boundary. If IntC(G) has
at least four faces (including C), then the induction hypothesis applied to
IntC(G) implies that

θ(IntC(G)) = ωC,L(IntC(G)) +
|V (IntC(G)) \ V (C)|

2|H|+ 2

≤ ωC,L(IntC(G)) +
|V (IntC(G)) \ V (C)|

2|C|+ 2

≤ |C| − 9/2.

Observe that if IntC(G) has three faces (i.e., consists of C and its chord),
then θ(IntC(G)) = ωC,L(IntC(G)) = |C| − 4, and if C bounds a face, then
θ(IntC(G)) = |C| − 3.

We construct a sequence G0 ⊃ G1 ⊃ . . . ⊃ Gk of subgraphs of G with
outer faces H0, H1, . . . , Hk such that for 0 ≤ i ≤ k, Gi is Hi-critical and

ωHi,L(Gi) = ωH,L(G)− (|H| − |Hi|). (1)

We set G0 = G and H0 = H. Suppose that Gi has already been constructed.
If Hi has a chord, or a vertex of Gi has at least four neighbors in Hi, then we
set k = i and stop. Otherwise, by Lemma 8, there is a vertex v ∈ V (Gi) with
three neighbors v1, v2 and v3 in Hi. Let C1, C2 and C3 be the three cycles
of Hi + {v1v, v2v, v3v} distinct from Hi, where Cj does not contain the edge
vvj (j = 1, 2, 3). If at most one of these cycles bounds a face of Gi, then we
set k = i and stop. Otherwise, assume that say C1 and C3 are faces of Gi.

7



Let Si be the set of L-colorings of Hi that do not extend to an L-coloring
of Gi. If v2 is relaxed in Si, then again set k = i and stop. Otherwise, let
Gi+1 = IntC2(Gi) and let Hi+1 = C2 be the cycle bounding its outer face.

Note that in the last case, we have |Hi+1| ≤ |Hi| and that

|Hi| − |Hi+1| = (|C1| − 3) + (|C3| − 3). (2)

Furthermore, if w ∈ V (Hi+1) \ {v} is relaxed in Si, then it is also relaxed
in Si+1. This is obvious if w 6= {v1, v3}. Suppose that say w = v1 and that
ϕ1, ϕ2 ∈ Si differ only in the color of v1. Since v has list of size at least 5, there
exists a color c ∈ L(v)\{ϕ1(v1), ϕ2(v1), ϕ1(v2), ϕ1(v3)}. Let ϕ′1 and ϕ′2 be the
L-colorings of Hi+1 that match ϕ1 and ϕ2 on Hi and ϕ′1(v) = ϕ′2(v) = c. Then
neither ϕ′1 nor ϕ′2 extends to an L-coloring of Gi+1, showing that v1 is relaxed
in Si+1. Similarly, v is relaxed in Si+1, since for an arbitrary ϕ ∈ Si (the
set Si is nonempty, since Gi is Hi-critical), there exist at least two possible
colors for v in L(v) \ {ϕ(v1), ϕ(v2), ϕ(v3)}, giving two elements of Si+1 that
differ only in the color of v. We conclude that the number of non-relaxed
vertices in Si+1 is smaller than the number of non-relaxed vertices in Si for
every i < k, and consequently, k ≤ |H|.

Lemma 7 implies that every Gi is Hi-critical. It is also easy to see by
induction and using (2) that (1) holds for 0 ≤ i ≤ k. In each step in
the construction of the sequence (Gi, Hi)

k
i=0, the number |V (Gi) \ V (Hi)| is

decreased by 1. Thus, (1) implies that

θ(G)− θ(Gk) = |H| − |Hk|+
k

2|H|+ 2
. (3)

Suppose that there exists a proper subgraph G′ ⊃ Hk of Gk and a coloring
ϕ ∈ Sk that does not extend to an L-coloring of G′. We may choose G′ to
be Hk-critical. Note that

θ(G) =
k

2|H|+ 2
+ (|H| − |Hk|) + θ(Gk)

=
k

2|H|+ 2
+ (|H| − |Hk|) + θ(G′) +

∑
f∈F (G′)\{Hk}

(θ(Intf (G))− ω(f)).

By induction, θ(G′) ≤ |Hk| − 4, since G′ 6= Hk. This implies that all faces
of G′ are shorter than |H|. Since G′ is a proper subgraph of Gk, we have

8



θ(Intf (G)) ≤ ω(f) − 1 for at least one face f of G′ by induction. It follows
that

θ(G) ≤ 1/2 + (|H| − |Hk|) + (|Hk| − 4)− 1 = |H| − 9/2,

as required. Therefore, we can assume that every coloring in Sk extends to
every proper subgraph of Gk that includes Hk.

Let us now consider various possibilities in the definition of Gk. If v ∈
V (Gk) \ V (Hk) has exactly three neighbors v1, v2 and v3 in Hk and v2 is
relaxed, then consider colorings ϕ1, ϕ2 ∈ Sk that differ only in the color of
v2. The coloring ϕ1 extends to an L-coloring ψ1 of Gk − vv2. Let ψ2 be
obtained from ψ1 by changing the color of v2 to ϕ2(v2), and note that ψ2 is
an L-coloring of Gk − vv2 extending ϕ2. However, either ψ1(v) 6= ϕ1(v2) or
ψ2(v) 6= ϕ2(v2), hence either ϕ1 or ϕ2 extends to an L-coloring of Gk. This
is a contradiction, since they both belong to Sk.

Suppose now that Hk has a chord e = xy in Gk. If Gk = Hk + e, then
since G is not H with a single chord, we have k > 0. However, that implies
that a vertex of Gk−1 has degree at most four and list of size 5, which is
impossible in a critical graph. It follows that Gk 6= Hk + e. Since Gk is
Hk-critical, there exists a coloring ϕ ∈ Sk that extends to an L-coloring of
Hk + e, i.e., ϕ(x) 6= ϕ(y). However, every coloring in Sk extends to every
proper subgraph ofGk that includesHk, and it follows that ϕ extends to an L-
coloring of Gk− e. This gives an L-coloring of Gk extending ϕ, contradicting
the assumption that ϕ ∈ Sk. Therefore, we can assume that Hk is an induced
cycle in Gk.

It follows that a vertex v ∈ V (Gk) \ V (Hk) either has at least four neigh-
bors in Hk, or three neighbors v1, v2 and v3 in Hk such that at most one of
the cycles of Hk + {v1v, v2v, v3v} bounds a face distinct from Hk. Then Hk

has a 2-chord Q such that neither of the cycles K1 and K2 of Hk ∪Q distinct
from Hk bounds a face. For i ∈ {1, 2}, let G′i = IntKi

(G). Suppose first that
it is not possible to choose Q so that neither G′1 nor G′2 is a cycle with one
chord. Since the middle vertex v of Q has degree at least 5, this can only
happen if V (Gk) \V (Hk) = {v} and v has degree exactly 5. But then k = 0,
since otherwise Gk−1 would contain a vertex of degree at most four with list
of size 5, and we have θ(G) = |H| − 5 + 1

2|H|+2
< |H| − 9/2.

Finally, suppose that neither G′1 nor G′2 is a cycle with a chord. By
induction, we have θ(G) ≤ k+1

2|H|+2
+ (|H| − |Hk|) + θ(G′1) + θ(G′2) ≤ 1/2 +

(|H| − |Hk|) + |K1|+ |K2| − 9 = 1/2 + (|H| − |Hk|) + |Hk| − 5 = |H| − 9/2,
as required.
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Lemma 9 gives rise to a natural algorithm to enumerate all such H-critical
graphs: we proceed inductively by the length k of the cycle H, thus assume
that we already know, up to isomorphism, the set G of all planar graphs with
precolored outer cycle of length at most k−1, such that the internal vertices
have lists of size at least five. Let HA be all graphs consisting of a cycle of
length ≤ k with a chord and HB the graphs consisting of a cycle of length
≤ k and a vertex with at least three neighbors in the cycle. Let H′0 be the
set of all graphs that can be obtained from the graphs in HA∪HB by pasting
the graphs of G in some of the faces. Let H0 be the subset of H′0 consisting of
the graphs that are critical with respect to their outer face. For each graph
in H0, keep adding a vertex of degree three adjacent to three consecutive
vertices of H, as long as the resulting graph is critical with respect to its
outer face. This way, we obtain all graphs critical with respect to the outer
face of length `. Lemma 9 guarantees that this algorithm will finish. Note
also that by omitting HA in the first step of the algorithm, we can generate
such critical graphs whose outer cycle is chordless.

The main difficulty in the implementation is the need to generate all the
possible lists in order to test the criticality, which makes the time complexity
impractical. However, sometimes it is sufficient to generate a set of graphs
that is guaranteed to contain all graphs that are critical (for some choice of
the lists), but may contain some non-critical graphs as well. To achieve this,
one may replace the criticality testing by a set of simple heuristics that prove
that a graph is not critical. For example, in an H-critical graph G, each ver-
tex v ∈ V (G)\V (H) has degree at least |L(v)|, and the vertices whose degrees
match the sizes of the lists induce a subgraph G′ such that each block of G′

is either a complete graph or an odd cycle [13]. There are similar claims for-
bidding other kinds of subgraphs with specified sizes of lists. On the positive
side, to prove that a graph is H-critical, it is usually sufficient to consider the
case that all lists are equal. By combining these two tests, we were able to
generate graphs critical with respect to the outer face of length at most 9. If
the outer face is an induced cycle, then there are three of them for length 6, six
for length 7, 34 for length 8 and 182 for length 9. The program that we used
can be found at http://atrey.karlin.mff.cuni.cz/~rakdver/5choos/.

To prove Theorem 3, we need the following simple observation regarding
the sizes of faces in a plane graph.
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f f

Figure 1: Splitting the boundary of a face of H. The boundaries of f and
the split cycle C are shown by bold edges.

Lemma 10. If H is a connected plane graph with n vertices, then∑
f∈F (H)

(|f |2 − 2) ≤ 4n2 − 8n+ 2.

Proof. We prove the claim by induction on the number of edges of H. If H
is a tree, then it has only one face of length 2n − 2 and the claim follows.
Otherwise, H contains an edge e such that H − e is connected. Let f be the
face of H − e corresponding to two faces f1 and f2 of H separated by e. We
have

|f |2 − 2 = (|f1|+ |f2| − 2)2 − 2 = |f1|2 + |f2|2 + 2|f1||f2| − 4|f1| − 4|f2|+ 2

≥ (|f1|2 − 2) + (|f2|2 − 2),

since |f1|, |f2| ≥ 3. Therefore,∑
f∈F (H)

(|f |2 − 2) ≤
∑

f∈F (H−e)
(|f |2 − 2) ≤ 4n2 − 8n+ 2

by the induction hypothesis.

Theorem 3 is now an easy corollary of Lemma 9.

Proof of Theorem 3. Let F be a minimal subgraph of G including H that is
not L-colorable. If F = H, then the conclusion of Theorem 3 clearly holds.
Hence, assume that F 6= H, and thus F is H-critical. Let f be a face of H
and let F ′f be the subgraph of F drawn in f . In F ′f , split the vertices of f
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so that the interior of f is unchanged and f becomes a cycle. The notion of
“splitting” should be clear from a generic example shown in Figure 1. Let
Ff be the resulting graph and C the cycle corresponding to f , and note that
the length of C is |f |. Observe that if V (Ff ) 6= V (C), then Ff is C-critical,
and by Lemma 9,

|V (F ′f ) \ V (f)| = |V (Ff ) \ V (C)| ≤ (2|f |+ 2)(|f | − 9/2) ≤ 2(|f |2 − 2). (4)

Note that the inequality (4) holds when V (Ff ) = V (C) as well, since |f | ≥ 3.
Summing (4) over all the faces of H, we conclude using Lemma 10 that F
contains at most 8|V (H)|2− 16|V (H)|+ 4 < 8|V (H)|2− |V (H)| vertices not
belonging to H. Therefore, |V (F )| ≤ 8|V (H)|2.

3 Extending a coloring of a path

For a path P , we let `(P ) denote its length (the number of its edges). A
vertex of P is an inside vertex if it is not an endvertex of P . The main result
of this section follows by using the same basic strategy as in Thomassen’s
proof of Theorem 5 [10].

Theorem 11. Let G be a plane graph and P a subpath of its outer face H.
Let L be a list assignment valid with respect to P . If G is P -critical with
respect to L, then ωP,L(G) ≤ `(P )− 2.

Proof. Suppose for a contradiction thatG is a counterexample with the small-
est number of edges, and in particular that ωP,L(G) ≥ `− 1, where ` = `(P ).
By Theorem 5, we have ` ≥ 2. Furthermore, Theorem 5 also implies that if
either a vertex or two adjacent vertices form a vertex-cut R in G, then each
component of G − R contains a vertex of P . Let P = p0p1 . . . p`. If pi is a
cut-vertex for some 1 ≤ i ≤ ` − 1, then G = G1 ∪ G2, where G1, G2 6= {pi}
and G1∩G2 = {pi}. Let P1 = P ∩G1 and P2 = P ∩G2. Since G 6= P , we can
assume that G1 6= P1. Note that if G2 = P2, then ωP2,L(G2) = `(P2) − 1. If
Gi 6= Pi, thenGi is Pi-critical by Lemma 7, for i ∈ {1, 2}. Furthermore, pi has
weight 1 in G and weight 0 both in G1 and G2. By the minimality of G, we
have ωP,L(G) = ωP1,L(G1)+ωP2,L(G2)+1 ≤ (`(P1)−2)+(`(P2)−1)+1 = `−2.
Since ωP,L(G) ≥ `− 1, we conclude that G is 2-connected.

Suppose that there exists a proper subgraph G′ ⊇ P of G and an L-
coloring ψ of P does not extend to an L-coloring of G′. We may choose G′ to
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Figure 2: Spans in a graph

be P -critical. By the minimality ofG, we have ωP,L(G′) ≤ `−2. LetH ′ be the
outer face of G′ and let W ′ be the walk such that the concatenation of W ′ and
P is the boundary walk H ′ of G′. Since G′ is P -critical, Theorem 5 implies
that W ′ is a path. Let q0, . . . , qm be the vertices of V (H)∩V (W ′) that are not
inside vertices of the path P , listed in the order as they appear in W ′, where
q0 and qm are the endvertices of P . Observe that q0, . . . , qm appear in the
same order also in H. Each subwalk Qi of W ′ from qi−1 to qi (i = 1, . . . ,m)
is called a span. Note that W ′ is the union of spans Q1, . . . , Qm, and each of
the spans is a path. For 1 ≤ i ≤ m, let Ri be the segment of H from qi−1 to
qi, and let Gi be the subgraph of G drawn inside the closed disk bounded by
Ri∪Qi. See Figure 2 Note that if Gi = Qi, then Qi is an edge of H. Observe
that ωG′,P,L(v) ≥ 1 for each inside vertex v of Qi, since v either has list of size
5 or it is a cut-vertex in G′. Hence, the total weight in G′ of inside vertices
of Qi is at least `(Qi)− 1. On the other hand, their weight in G is 0. By the
minimality of G, we have ωQi,L(Gi) ≤ `(Qi)−2 if Qi is not equal to an edge of
H. If Qi is an edge of H, then ωQi,L(Gi) = 0 = `(Qi)−1. Furthermore, if f is
an internal face of G′, then Lemma 9 implies that ωf,L(Intf (G)) ≤ ωG′,P,L(f).
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It follows that

ωP,L(G) ≤ ωP,L(G′) +
m∑
i=1

(ωQi,L(Gi)− (`(Qi)− 1)) +∑
f∈F (G′)

(ωf,L(Intf (G))− ωG′,P,L(f))

≤ ωP,L(G′) ≤ `− 2.

This is a contradiction which proves the following:

Claim 1. For every proper subgraph G′ of G, every L-coloring ψ of P extends
to an L-coloring of G′.

Let ψ be an L-coloring of P that does not extend to G. If L′ is the list
assignment such that L′(v) = L(v) for v 6∈ V (P ) and L′(v) = {ψ(v)} for
v ∈ V (P ), Claim 1 implies that G is P -critical with respect to L′. Note
that ωP,L(G) = ωP,L′(G) as the sizes of the lists of the vertices of P are not
affecting ω. Consequently, we can assume henceforth that |L(v)| = 1 for every
v ∈ V (P ). If V (H) = V (P ), then by Lemma 9, ωP,L(G) = ωH,L(G) ≤ `− 2.
This is a contradiction, hence p0 has a neighbor w ∈ V (H) \ V (P ).

If |L(w)| ≥ 4, then let L′ be the list assignment obtained from L by setting
L′(w) = L(w) \ L(p0). Note that G′ = G− p0w is P -critical with respect to
L′, and by the minimality of G, ωP,L′(G′) ≤ `− 2. Let f be the internal face
of G incident with p0w. Suppose that u ∈ V (f) \ {w, p0}. If u belongs to
V (H), then u is a cutvertex in G′, and as shown at the beginning of the proof,
u is an inside vertex of P . Therefore, ωG′,P,L′(u) = 1 and ωG,P,L(u) = 0. On
the other hand, if u /∈ V (H), then ωG′,P,L′(u) = 2 and ωG,P,L(u) = 0. Using
these facts we obtain a contradiction:

ωP,L(G) = ωP,L′(G′) + ωG,P,L(f) + 1−
∑

u∈V (f)\{w,p0}
(ωG′,P,L′(u)− ωG,P,L(u))

≤ ωP,L′(G′) + (|f | − 3) + 1− (|f | − 2) = ωP,L′(G′) ≤ `− 2.

Next, consider the case that |L(w)| = 3 and w is adjacent to a vertex pi
for some 1 ≤ i ≤ `− 1. Let C be the cycle composed of p0wpi and a subpath
of P and let G′ be the subgraph of G obtained by removing all vertices and
edges of IntC(G) except for piw. Let P ′ = (P ∩ G′) + piw. Note that G′ is
P ′-critical with respect to L. By the minimality of G and Lemma 9, we have

ωP,L(G) = ωP ′,L(G′) + ωC,L(IntC(G)) ≤ `(P ′)− 2 + |C| − 3 = `− 2.
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Suppose now that w is adjacent to p`. Note that wp` is an edge of H and
G 6= H, hence Lemma 9 implies that ωP,L(G) = ωH,L(G) ≤ |H| − 4 = `− 2.
This is a contradiction.

Finally, suppose that p0 is the only neighbor of w in P . Note that L(p0) ⊂
L(w), since G is P -critical. Furthermore, w has only one neighbor z ∈ V (H)
distinct from p0. Let S = L(w) \ L(p0), G

′ = G − w and let L′ be defined
by L′(v) = L(v) if v is not a neighbor of w or if v = p0 or v = z, and
L′(v) = L(v) \ S otherwise. Since |S| = 2, L′ is a valid list assignment with
respect to P . Note that G′ is not L′-colorable, as every L′-coloring of G′ can
be extended to an L-coloring of G by coloring w using a color from S different
from the color of z. Let G′′ be a P -critical subgraph of G′. Let Q1, . . . , Qm

be the spans in the outer face of G′′ and let Gi be defined as in the proof of
Claim 1, for 1 ≤ i ≤ m, where w ∈ V (G1). The path Q1 is an edge-disjoint
union of paths M1, . . . , Mt, where the endvertices of Mj are neighbors of w
and the inside vertices of Mj are non-adjacent to w for 1 ≤ j ≤ t (with the
exception that one of the endvertices of Mt does not have to be adjacent to
w). For 1 ≤ j ≤ t, let Cj be the cycle or path formed by Mj and the edges
between w and Mj and let Hj be the subgraph of G split off by Cj. Note
that if v is an inside vertex of Mj, then ωG,P,L(v) = 0 and ωG′′,P,L′(v) ≥ 1,
while endvertices of Mj have the same weight in G and in G′′. Furthermore,
ωG,P,L(w) = 0. By the minimality of G and Lemma 9, we have

ωQ1,L(G1) ≤
t∑

j=1

ωCj ,L(Hj) ≤
t∑

j=1

(`(Mj)− 1).

Furthermore,∑
v∈V (Q1)

ωG′′,P,L′(v)− ωG,P,L(v) ≥
t∑

j=1

(`(Mj)− 1) ≥ ωQ1,L(G1).

We analyse the weights of the other pieces of G−G′ in the same way as in the
proof of Claim 1 and conclude that ωP,L(G) ≤ ωP,L′(G′′). This contradicts
the minimality of G and finishes the proof of Theorem .

We need a more precise description of critical graphs in the case that
`(P ) = 2. There are infinitely many such graphs, but their structure is
relatively simple and it is described in the sequel.

For an integer n ≥ 0, a fan of order n with base xyz is the graph consisting
of the path xyz, a path xv1 . . . vnz and edges yvi for 1 ≤ i ≤ n. For an integer
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Figure 3: A fan, a fat fan, and a fan procession

n ≥ 1, a fat fan of order n with base xyz is the graph consisting of the path
xyz, a vertex y′ adjacent to x, y and z, and a fan of order n with base
xy′z. A fan procession with base xyz is a graph consisting of the path xyz,
vertices v1, . . . , vk−1 (for some k ≥ 1) adjacent to y, and subgraphs G1, . . . ,
Gk where for 1 ≤ i ≤ k, Gi is either a fan or a fat fan with base vi−1yvi
(where we set v0 = x and vk = z). Each fan or fan procession is a planar
near-triangulation, and we consider its unique face of size ≥ 4 to be the
outer face. See Figure 3. A fan procession is even if all constituent fat fans
have even order. A list assignment L for a fan procession G with base xyz
and outer face H is dangerous if |L(v)| = 3 for all v ∈ V (H) \ {x, y, z} and
|L(v)| = 5 for all v ∈ V (G) \ V (H).

Consider a fat fan G of order n > 0 with base xyz and a valid list
assignment L (with respect to the path xyz). Let y′ be the common neighbor
of x, y and z, and let v1v2 . . . vn be the subpath of the outer face from the
definition of a fat fan. Suppose that G is not L-colorable, and let ϕ be an L-
coloring of xyz. It is easy to see that the list assignment L must be dangerous.
Let S = L(y′) \ {ϕ(x), ϕ(y), ϕ(z)}. If there exists c ∈ S and 1 ≤ i ≤ n such
that c 6∈ L(vi), then ϕ extends to an L-coloring of G assigning the color
c to y′. Therefore, we have S ⊆ L(vi) for 1 ≤ i ≤ n. Similarly, we have
ϕ(x) ∈ L(v1) and ϕ(z) ∈ L(vn). Since ϕ(x) 6∈ S and S ∪ {ϕ(x)} ⊆ L(v1), we
have |S| = 2, {ϕ(x), ϕ(y), ϕ(z)} ⊂ L(y′) and ϕ(x) 6= ϕ(z). Observe also that
n ≥ 2, as otherwise y′ has degree four. Therefore, {ϕ(x)} = L(v1) \ L(vn),
{ϕ(z)} = L(vn)\L(v1) and {ϕ(y)} = L(y′)\(L(v1)∪L(vn)). Therefore, there
exists at most one precoloring of xyz that does not extend to an L-coloring
of G. Furthermore, if the order n of G is odd, then we can color y′ by a color
from S and the vertices v1, v3, . . . , vn by the other color from S and extend
this to an L-coloring of G. Therefore, the order of the fat fan G is even.
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Using this analysis, it is easy to see that the following holds:

Claim 2. Let G be a fan procession with base xyz and L a dangerous list
assignment for G. If ϕ1 and ϕ2 are precolorings of xyz that do not extend
to an L-coloring of G, and ϕ1(x) = ϕ2(x) and ϕ1(y) = ϕ2(y), then ϕ1 = ϕ2.
Furthermore, if there exist two different precolorings of xyz that do not extend
to an L-coloring of G, then G is a fan.

Conversely, a result of Thomassen [12] implies that even fan processions
with dangerous list assignments are the only plane graphs with valid list
assignments that are P -critical for a path P of length two.

Lemma 12. Let G be a plane graph with outer face H and P a subpath of
H of length two. Let L be a list assignment valid with respect to P . If G is
P -critical with respect to L, then G is an even fan procession with base P
and L is dangerous.

Proof. By Theorem 3, G is 2-connected, all faces other than H are triangles
and all vertices in V (H) \ V (P ) have list of size three. Since G is P -critical,
there exists an L-coloring of P that does not extend to an L-coloring of G.
By Theorem 3 of [12], there exists a fan procession G′ ⊆ G with base P and
L is a dangerous list assignment for G′. By Lemma 9, every triangle in G
bounds a face. Furthermore, Theorem 5 implies that every chord of H is
incident with the middle vertex of P . We conclude that G = G′, and thus
G is a fan procession with base P . Furthermore, since an L-coloring of P
does not extend to an L-coloring of G, the fan procession is even, as we have
argued before.

4 Reducing the precolored vertices

One could hope that the proof of Theorem 3 can be modified to deal with
the case that G contains sufficiently distant precolored vertices. Most of the
inductive applications deal with the situations which reduce the length of the
precolored path, and if the distance between the new precolored path (one of
the spans) from the old one is guaranteed to be bounded by a constant, we
could ensure that the distance between P and the precolored vertices is at
least some function of `(P ). However, the fact that there are infinitely many
critical graphs makes it difficult to prove such a constraint on the distance.
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To avoid this problem, we restrict ourselves to working with list assign-
ments such that the vertices with list of size three form an independent set.
In this setting, we easily conclude by combining Theorem 3 with Lemma 9
that the size of critical graphs is bounded.

Lemma 13. Let G be a plane graph whose outer face is H, let P be a
subpath of H and let L be a list assignment valid with respect to P , such that
no two vertices with lists of size three are adjacent. If G is P -critical, then
|V (G)| ≤ 8`(P )2.

Proof. By induction, we can assume that no cut-vertex belongs to P , and
thus G is 2-connected. The claim is true if V (G) = V (P ), thus assume that
V (G) 6= V (P ). For i ∈ {3, 4, 5}, let ni denote the number of vertices with
list of size i in V (H) \ V (P ). We have ωP,L(G) ≥ n4 + 2n5. Let Q be a path
of length n3 + 2 whose endvertices coincide with the endvertices of P , but
is otherwise disjoint from G, and let G′ be the graph obtained from G ∪ Q
by joining each vertex v ∈ V (H) \ V (P ) with 5− |L(v)| vertices of Q in the
planar way. Let LQ be the list assignment to the inside vertices of Q such
that each such vertex has a single color that does not appear in any other
list (including the lists of vertices of G). Let L′ be the list assignment for
G′ that matches LQ on the inside vertices of Q and the list of each vertex
v ∈ V (G)\V (P ) consists of L(v) and the colors of the adjacent inside vertices
of Q. Observe that G′ is (P ∪Q)-critical, and by Lemma 9,

|V (G) \ V (P )|
2|P ∪Q|+ 2

=
|V (G′) \ V (P ∪Q)|

2|P ∪Q|+ 2
≤ |P ∪Q| − 9/2.

This implies that |V (G) \ V (P )| ≤ 2(|P ∪Q| − 1)2 − |P ∪Q|, and therefore
|V (G)| ≤ 2(|P ∪Q| − 1)2. Since L is valid, since no two vertices with list of
size three are adjacent, and since G is 2-connected, we have n3 ≤ n4 +n5 +1.
Consequently, `(Q) ≤ n4 + n5 + 3 ≤ ωP,L(G) + 3. Since ωP,L(G) ≤ `(P )− 2
by Theorem 3, we have that |P ∪Q| ≤ 2`(P ) + 1, and the claim follows.

Let us remark that a converse of the transformation described in the
proof of Lemma 13 can be used to generate all critical graphs satisfying the
assumptions of the lemma with the length of P fixed.

Our aim in this section is to show that Lemma 6 implies a positive answer
to Problem 1. We need to introduce several technical definitions.

Let G be a plane graph with outer face H and Q a path in G. Suppose
that Q = q0q1 . . . qk and q0 ∈ V (H). For 0 < i < k, let Li and Ri be the sets
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of edges of G incident with qi such that the cyclic clockwise order (according
to the drawing of G in the plane) of the edges incident with qi is qiqi+1, Ri,
qiqi−1, Li. We define L0 and R0 similarly, except that we consider the face
H instead of the edge qiqi−1. We define GQ as the graph obtained from G by
splitting the vertices along Q in the natural way, i.e., so that Q corresponds
to paths QL = qL0 q

L
1 . . . q

L
k−1qk and QR = qR0 q

R
1 . . . q

R
k−1qk and for 0 ≤ i < k,

the vertex qLi is incident with the edges in Li and the vertex qRi is incident
with the edges in Ri. If G is given with a list assignment L, then let LQ be
the list assignment for GQ such that LQ(qLi ) = LQ(qRi ) = L(qi) for 0 ≤ i < k
and LQ(v) = L(v) for other vertices of GQ. We say that GQ and LQ are
obtained by cutting along Q.

For integers M and k, let D(M,k) = M + 2 if k ≤ 1 and D(M,k) =
D(M,k− 1) + 16k2 if k ≥ 2. Note that there is a simple explicit formula for
the values D(M,k), but we shall only use its recursive description. A set X
of vertices is M-scattered if the distance between any two elements of X is
at least max{D(M, 2M + 11), D(M, 2) +D(M, 6) + 1}.

Let Q = q0q1 . . . qk be a path of length k. If k is even, then qk/2 is said to
be the central vertex of Q; if k is odd, then each of the two vertices q(k−1)/2
and q(k+1)/2 is a central vertex of Q.

Lemma 14. Suppose that there is a positive integer M such that the con-
clusion of Lemma 6 holds. Let G be a plane graph, let P be a subpath of its
outer face H and let p be a central vertex of P . Let X be an M-scattered sub-
set of V (G) such that the distance between p and X is at least D(M, `(P )).
Let L be a list assignment for G that is M-valid with respect to P and X.
Furthermore, assume that there is at most one edge uv ∈ E(G) such that
u, v ∈ V (G) \ V (P ) and |L(u)| = |L(v)| = 3, and if such an edge exists, then
`(P ) ≤ 1, u or v is adjacent to p and the distance between p and X is at
least D(M, 2)− 1. If G is P -critical with respect to L, then X = ∅.

Proof. For a contradiction, suppose that G is a counterexample to Lemma 14
with the smallest number of edges that do not belong to P , subject to that,
with the smallest number of vertices, and subject to that, with the largest
number of vertices in P . Since G is P -critical, every vertex v ∈ V (G) \V (P )
satisfies deg(v) ≥ |L(v)|. Let ` = `(P ) and P = p0p1 . . . p`. If ` is odd, choose
the labels so that p = p(`+1)/2.

Suppose that G is disconnected. Since G is P -critical, it has two compo-
nents: one is equal to P and the other one, G′, is not L-colorable. Choose
v ∈ V (H) ∩ V (G′) arbitrarily, and let P ′ be the path consisting of v. Note
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that G′ is P ′-critical. If G′ with the path P ′ satisfies the assumptions of
Lemma 14, then by the minimality of G we have X ∩ V (G′) = ∅, and thus
X = ∅. This is a contradiction, and thus the distance from v to the closest
vertex x ∈ X is at most M + 1. Let Q be the shortest path between v and x
and let GQ, QL and QR with the list assignment LQ be obtained from G′ by
cutting along Q. Let Q′ = QL ∪ QR and X ′ = X \ {x}. Note that x is the
central vertex of Q′ and its distance to any u ∈ X ′ is at least D(M, `(Q′)),
since X is M -scattered and `(Q′) ≤ 2M + 2. In particular, LQ is M -valid
with respect to Q′ and X ′. Furthermore, GQ is Q′-critical with respect to
LQ. To see this, consider an arbitrary edge e ∈ E(G′) \ E(Q). Since G is
P -critical, there exists an L-coloring of P that extends to G − e but not to
G. The coloring of G − e induced on Q gives rise to an LQ-coloring of Q′

that extends to GQ − e but not to GQ. This shows that GQ is Q′-critical.
Since the distances in GQ are not shorter than those in G, the graph GQ

satisfies all assumptions of Lemma 14. By the minimality of G, we conclude
that X ′ = ∅. But then |X| = 1 and G′ (with no precolored path) contradicts
Lemma 6.

Therefore, G is connected. In particular, if ` = 0, then we can in-
clude another vertex of H in P ; therefore, we can assume that ` ≥ 1.
Since G is connected, its outer face H has a facial walk, which we write
as p` . . . p1p0v1v2v3 . . . vs.

Suppose that the distance between P and X is at most M + 5. Then
the distance from p to X is at most M + ` + 5. By the assumptions of the
lemma, this distance is at least D(M, `), which is only possible if ` ≤ 1.
As assumed above, this means that ` = 1. Moreover, the assumptions of
the lemma imply that no two vertices with list of size three are adjacent.
Let Q be a shortest path between P and a vertex x ∈ X. Let GQ, QL

and QR with the list assignment LQ be obtained from G by cutting along
Q. Let Q′ be the path consisting of QL ∪ QR and of the edge of P , and
let X ′ = X \ {x}. Note that `(Q′) ≤ 2M + 11. Since X is M -scattered,
so is X ′, and the distance in GQ from the central vertex x of Q′ to X ′ is
at least D(M, 2M + 11) ≥ D(M, `(Q′)). As in the previous paragraph, we
conclude that since GQ is Q′-critical with respect to LQ, we have X ′ = ∅.
Then |X| = 1 and, consequently, G contradicts the postulated property of
the constant M . Therefore, we conclude:

Claim 3. The distance between P and X is at least M + 6.

We say that a cycle T in G is separating if V (IntT (G)) 6= V (T ) and
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T does not bound the outer face of G. Let T = t1 . . . tk be a separating
k-cycle in G, where k ≤ 4. Suppose that the distance from t1 to P is at
most 6− k. Let us choose such a cycle with IntT (G) minimal; it follows that
T is an induced cycle. By Lemma 7, IntT (G) is T -critical, and thus there
exists an L-coloring ψ of T that does not extend to an L-coloring of IntT (G).
Let G′ = IntT (G) − {t3, . . . , tk}. Let L′ be the list assignment for G′ such
that L′(t1) = {ψ(t1)}, L′(t2) = {ψ(t2)} and L′(v) = L(v) \ {ψ(ti) | vti ∈
E(G), 3 ≤ i ≤ k} for other vertices v ∈ V (G′). Note that no two vertices
with list of size three are adjacent in G′, as otherwise we have k = 4 and
t3t4 is incident with a separating triangle contradicting the choice of T . The
graph G′ is not L′-colorable, hence it contains a t1t2-critical subgraph G′′. By
Claim 3, L′ is an M -valid list assignment for G′′, and the distance between
t1 and X ∩ V (G′) is at least M + 2. By the minimality of G, it follows that
X∩V (G′′) = ∅. However, then G′′ contradicts Theorem 5. We conclude that
the following holds:

Claim 4. If T 6= H is a separating k-cycle in G, where k ≤ 4, then the
distance between T and P is at least 7− k.

Similarly, by applying induction, we obtain the following property.

Claim 5. If R is either a chord of H that does not contain an internal
vertex of P , or R is a cut-vertex of G, then the distance between R and P is
at least 4.

Proof. Suppose first that R does not contain an internal vertex of P . Let
G′ be the subgraph of G split off by R. By Lemma 7, G′ is R-critical,
and Theorem 5 implies that X ∩ V (G′) 6= ∅. If the distance from P to
R is at most 3, then by Claim 3, the distance between R and X is at least
M+2 = D(M, `(R)). IfG′−V (R) does not contain two adjacent vertices with
list of size three, this contradicts the minimality of G. If uv ∈ E(G′−V (R))
and |L(u)| = |L(v)| = 3, then by the assumptions, we have ` = 1 and u or
v is adjacent to p. Consequently, p ∈ V (R), and thus the distance between
a central vertex p of R and X is at least D(M, 2) − 1. Again, we have a
contradiction with the minimality of G.

Suppose now that P contains a cut-vertex v of G, and let G1 and G2 be
the two maximal connected subgraphs of G that intersect in v. For i ∈ {1, 2},
let Pi = P ∩Gi and note that either Pi = Gi or Gi is Pi-critical by Lemma 7.
By the minimality of G, we conclude that neither G1 nor G2 contains a vertex
of X, and thus X = ∅. This contradiction completes the proof.
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Next, we claim the following.

Claim 6. Let C ⊂ G be a cycle of length at most ` + 1 such that C 6= H
and the distance between C and p is at most 8`2. Then IntC(G) contains no
vertices of X.

Proof. The length of C is at least three, and thus ` ≥ 2. If x ∈ X belongs
to C, then the distance from x to p is less than 8`2 + ` < D(M, `), a contra-
diction. Thus, we may assume that V (C)∩X = ∅ and, in particular, that C
does not bound a face. If `(C) ≤ `, then the claim holds even under a weaker
assumption that the distance between C and P is at most 16`2. Indeed, con-
sider a spanning subpath Q of C of length `(C) − 1 such that the distance
between p and a central vertex q of Q is at most 16`2. The distance of every
vertex of X in IntC(G) from q is at least D(M, `)− 16`2 ≥ D(M, `(Q)). By
Lemma 7, we have that IntC(G) is Q-critical, and the claim follows by the
minimality of G.

Suppose now that `(C) = ` + 1 and let C = c0c1 . . . c`, where cd`/2e is
the vertex of C nearest to p. There exists an L-coloring ϕ of C that does
not extend to an L-coloring of IntC(G). Let d be a new color that does not
appear in any of the lists and let L′ be the list assignment obtained from L by
replacing ϕ(c`) by d in the lists of c` and its neighbors and by setting L′(c0) =
{ϕ(c0), ϕ(c1), d}. Let ϕ′ be the coloring of the path C ′ = c1c2 . . . c` such that
ϕ′(c`) = d and ϕ′ matches ϕ on the rest of the vertices. The coloring ϕ′ does
not extend to an L′-coloring of IntC(G); hence, IntC(G) contains a subgraph
F ⊃ C ′ that is C ′-critical with respect to L′. The distance of X ∩ V (F )
from the central vertex cd`/2e of C ′ is at least D(M, `)− 8`2 > D(M, `(C ′)).
By the minimality of G, we conclude that F contains no vertex of X. By
Theorem 3, we have ωC′,L′(F ) ≤ ` − 3, and in particular, every face of F
has length at most `. By Lemma 13, the distance from cd`/2e to every vertex
of F is less than 8`2, thus the distance between every vertex of F and p is
at most 16`2. By the previous paragraph, we conclude that no vertex of X
appears in the interior of any face of F . Let Q be the path in the outer face
of F , distinct from C ′, joining c1 with c`. If v 6= c0 is an inside vertex of Q,
then ωF,C′,L′(v) ≥ 1, hence Q contains at most `− 3 such inside vertices. It
follows that Q + c1c0c` is either a cycle of length at most ` (if c0 6∈ V (Q))
or a union of two cycles of total length at most ` + 1 (if c0 ∈ V (Q)). In
both cases, the interiors of the cycles do not contain any vertex of X by the
previous paragraph. Consequently, X ∩ V (IntC(G)) = ∅ as claimed.
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Let ψ be an L-coloring of P that does not extend to an L-coloring of G.
Suppose that there exists a proper subgraph F ⊂ G such that P ⊂ F and ψ
cannot be extended to an L-coloring of F . Let F be minimal subject to this
property. Then F is a P -critical graph. If F does not satisfy the assumptions
of Lemma 14, then ` = 1 and there exist adjacent vertices u, v ∈ V (F )\V (P )
with lists of size three such that neither of them is adjacent to p1 in F , while
u is adjacent to p1 in G. Let c be a new color that does not appear in any of
the lists. Let L′ be the list assignment for F obtained from L by replacing
ψ(p1) by c in the lists of all vertices adjacent to p1 in F and by setting
L′(p0) = {ψ(p0)}, L′(p1) = {c}, and L′(u) = L(u) ∪ {c}. Each L′-coloring of
F +up1 corresponds to an L-coloring of F extending ψ, hence F +up1 is not
L′-colorable and it contains a P -critical subgraph F ′. Note that |L′(u)| = 4
and hence no two vertices with list of size three are adjacent in F ′. However,
the minimality of G implies that F ′ contains no vertices of X, and we obtain
a contradiction with Theorem 5.

Therefore, we can assume that F satisfies the assumptions of Lemma 14,
and the minimality of G implies that F contains no vertices of X. By The-
orem 3, it follows that ωP,L(F ) ≤ ` − 2, and in particular, ` ≥ 2. Let f
be a face of F distinct from the outer one such that Intf (G) 6= f . Since
ω(f) ≤ `−2, we have `(f) ≤ `+1. Furthermore, by Lemma 13, the distance
in F between f and p is at most 8`2. By Claim 6, no vertex of X appears in
Intf (G).

Consider now a span1 Q forming a subpath of the outer face of F . Each
internal vertex v ∈ V (Q) satisfies ωF,P,L(v) ≥ 1, hence `(Q) ≤ ωP,L(F ) + 1 ≤
` − 1. Let GQ be the Q-component of G split off by Q and let q be a
central vertex of Q. By Lemma 13, the distance between p and q in F
is at most 8`2, and thus the distance between q and X in GQ is at least
D(M, `)− 8`2 ≥ D(M, `(Q)). Observe that GQ is Q-critical if GQ 6= Q, and
by the minimality of G, GQ contains no vertices of X.

Since G is the union of Intf (G) over the faces of F and GQ over the spans
Q contained in the boundary of the outer face of F , we conclude that X = ∅.
This is a contradiction; therefore, ψ extends to all proper subgraphs of G
that contain P . Consequently, we can assume that the following holds.

Claim 7. The vertices of P have lists of size one, G is not L-colorable and
every proper subgraph of G that contains P is L-colorable.

1Recall that a span, as defined in the proof of Theorem 3, is a subwalk of F and starts
and ends with a vertex in H.
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Let us fix ψ as the unique L-coloring of P .
Consider a chord e = uv of H at distance at most three from P . By

Claim 5, we can assume that u is an inside vertex of P , and in particular
` ≥ 2. If v belonged to P as well, then by Claim 7 we have G = P + e,
implying X = ∅. Hence, v does not belong to P .

Let G1 and G2 be the maximal connected subgraphs of G intersecting in
uv, such thatG1∪G2 = G, p` ∈ V (G1), and p0 ∈ V (G2). Let Pi = (P∩Gi)+e.
For i ∈ {1, 2}, Lemma 7 implies that the graph Gi is Pi-critical. Note that
either `(Pi) < `(P ), or `(Pi) = ` and p is a central vertex of Pi. We conclude
that the distance between a central vertex of Pi and X is at least D(M, `(Pi)).
By the minimality of G, we have X ∩ V (Gi) = ∅ for i ∈ {1, 2}. It follows
that X = ∅, which is a contradiction. Therefore, we have:

Claim 8. The distance of any chord of H from P is at least four.

Let s = |V (H)\V (P )|. A consequence of Claim 7 is that s ≥ 1 (if s were
equal to 0, then G− p0p` would contradict the claim). We can say more:

Claim 9. If |L(v1)| > 3, then |L(v1)| = 4, s ≥ 2 and |L(v2)| = 3.

Otherwise, suppose that |L(v1)| = 5, or |L(v1)| = 4 and either s = 1 or
|L(v2)| ≥ 4. Let G′ = G − p0v1 and let L′ be the list assignment obtained
from L by removing ψ(p0) from the list of v1. The assumptions together
with Claim 8 imply that if |L′(v1)| = 3, then v1 is not adjacent to any vertex
with list of size three in G′. By Claim 7, G′ is P -critical with respect to L′,
contradicting the minimality of G.

Suppose now that ` ≥ 2 and a vertex v is adjacent to p0, p1 and p2. By
Claim 8, we have v 6∈ V (H). Let P ′ = p0vp2p3 . . . p`, H

′ = p0vp2 . . . p`vs . . . v1
and G′ = IntH′(G). By Lemma 7, G′ is P ′-critical. If ` ≥ 3, then p is a
central vertex of P ′ and by the minimality of G, we have X ∩ V (G′) = ∅.
Furthermore, Claim 4 implies that p0p1v and p1p2v are faces of G, and thus
X = ∅. This contradiction shows the following.

Claim 10. If ` ≥ 2 and p0, p1 and p2 have a common neighbor, then ` = 2.

For a vertex v ∈ V (G) \ V (P ), let

S(v) = L(v) \ {ψ(r) : r ∈ V (P ), vr ∈ E(G)}.

Claim 11. If v is a vertex of V (G) \ V (P ) with k neighbors in P , then
|S(v)| = |L(v)| − k.
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(Y2)

(Y2a)
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(Y4b)

Figure 4: The definition of the set Y .

To see this, suppose v is adjacent to a vertex r ∈ V (P ) and ψ(r) /∈ L(v),
or v is adjacent to two vertices r, r′ ∈ V (P ) with ψ(r) = ψ(r′). Then we
can remove the edge vr and obtain a contradiction to the last assertion in
Claim 7.

Consider a nonempty set Y ⊆ V (G) \ V (P ) and a partial coloring ϕ of
the subgraph of G induced by Y from the reduced list assignment S. The
domain of this partial coloring is denoted by dom(ϕ) ⊆ Y . We define Lϕ as
the list assignment such that

Lϕ(z) = L(z) \ {ϕ(y) : y ∈ dom(ϕ), yz ∈ E(G), ϕ(y) ∈ S(z)}

for every z ∈ V (G− Y ).
We now define a particular set Y ⊆ V (H) \ V (P ) (see Figure 4 for refer-

ence) and a partial L-coloring ϕ of Y as follows:

(Y1) If |L(v1)| = 3 and one of the following holds:

◦ s = 1, or

◦ s ≥ 2 and |L(v2)| = 5, or

◦ s = 2 and |L(v2)| = 4, or

◦ s ≥ 3, |L(v2)| = 4 and |L(v3)| 6= 3,
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then Y = {v1} and ϕ(v1) ∈ S(v1) is chosen arbitrarily.

(Y2) If |L(v1)| = 3, s ≥ 3, |L(v2)| = 4 and |L(v3)| = 3, then Y = {v1, v2} and
ϕ is chosen so that ϕ(v2) ∈ L(v2) \ L(v3) and ϕ(v1) ∈ S(v1) \ {ϕ(v2)}.

(Y2a) If s = 2 and |L(v1)| = |L(v2)| = 3, then Y = {v1, v2} and ϕ(v1) ∈ S(v1)
and ϕ(v2) ∈ S(v2) are chosen arbitrarily so that ϕ(v1) 6= ϕ(v2).

(Y3) If |L(v1)| = 4, s ≥ 2, |L(v2)| = 3, and one of the following holds:

◦ s ≤ 3, or

◦ s ≥ 4 and |L(v3)| = 5, or

◦ s ≥ 4 and |L(v4)| 6= 3,

then Y = {v2}. If s = 3 and |L(v3)| = 3, then ϕ(v2) is chosen in
L(v2) \ S(v3), otherwise ϕ(v2) ∈ S(v2) is chosen arbitrarily.

(Y4) If s ≥ 4, |L(v1)| = 4, |L(v2)| = 3, |L(v3)| = 4 and |L(v4)| = 3, then:

(Y4a) If v1, v2 and v3 do not have a common neighbor, then Y = {v2, v3}
and ϕ is chosen so that ϕ(v3) ∈ L(v3) \L(v4) and ϕ(v2) ∈ L(v2) \
{ϕ(v3)}.

(Y4b) If v1, v2 and v3 have a common neighbor, then Y = {v1, v2, v3}
and ϕ is chosen so that ϕ(v3) ∈ L(v3) \ L(v4), ϕ(v1) ∈ S(v1) and
either at least one of ϕ(v1) and ϕ(v3) does not belong to L(v2), or
ϕ(v1) = ϕ(v3). The vertex v2 is left uncolored. Note that this is
the only case where dom(ϕ) 6= Y .

By using Claim 9 (together with Claim 8 and the condition on adjacent
vertices with lists of size 3) it is easy to see that Y and ϕ are always defined.
(Note that in the case of adjacent vertices u, v with lists of size 3, we have
say u adjacent to p and ` = 1. Let us recall that if ` = 1, then we have
chosen p = p1; hence, u = vs and v = vs−1. Therefore, only (Y2a) and (Y3)
are needed to deal with this special case.) We remark that the following is
true.

Claim 12. Every Lϕ-coloring of G− Y extends to an L-coloring of G.

Indeed, this is obviously true if dom(ϕ) = Y . The only case when
dom(ϕ) 6= Y is (Y4b), where Y = {v1, v2, v3} and dom(ϕ) = {v1, v3}. How-
ever, deg(v2) = 3 by Claim 4, and |Lϕ(v2)| ≥ 2 by the choice of ϕ(v1) and
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ϕ(v3). This implies that any Lϕ-coloring of G− Y extends to v2 and proves
Claim 12. Consequently, G−Y is not Lϕ-colorable. We let Gϕ be a P -critical
subgraph of G− Y .

Using Claim 3 and Claim 8, it is easy to verify that the choice of Y and ϕ
ensures that Lϕ is M -valid with respect to P and X. Let us now distinguish
two cases depending on whether Gϕ contains two adjacent vertices with lists
of size three (that did not have lists of size three in G as well) or not.

• Suppose first that no two vertices u, v ∈ V (Gϕ) such that |Lϕ(u)| =
|Lϕ(v)| = 3 and max(|L(u)|, |L(v)|) > 3 are adjacent. If Gϕ with
the list assignment Lϕ does not satisfy the assumptions of Lemma 14,
this is only because there are adjacent vertices with lists of size 3 that
are no longer adjacent to p in Gϕ. More precisely, in that case ` = 1,
|L(vs)| = |L(vs−1)| = 3, vsvs−1 ∈ E(Gϕ) and p1vs 6∈ V (Gϕ). Let c
be a new color that does not appear in any of the lists and let L′ be
the list assignment obtained from Lϕ by replacing ψ(p1) with c in the
lists of vertices adjacent to p1 in Gϕ and by setting L′(p1) = {c} and
L′(vs) = L(vs) ∪ {c}. Observe that Gϕ + p1vs is not L′-colorable and
thus it contains a P -critical subgraph G′. By the minimality of G, we
have X ∩ V (G′) = ∅. However, then G′ contradicts Theorem 5.

Therefore, Gϕ with the list assignment Lϕ satisfies the assumptions
of Lemma 14. By the minimality of G, we conclude that Gϕ does
not contain any vertex of X. By Theorem 3, we have ` ≥ 2 and
ωP,Lϕ(Gϕ) ≤ `−2. Let Q be the span contained in the outer face of Gϕ

such that the Q-component GQ split off by Q contains Y . Analogically
to the proof of Claim 7, we argue that if f is a face of Gϕ, then Intf (G)
contains no vertex of X, and that if Q′ is a span different from Q, then
the subgraph of G split off by Q′ contains no vertex of X. Since X 6= ∅,
it follows that GQ contains a vertex of X. By the minimality of G, we
conclude that `(Q) ≥ `.

If v is an inside vertex of Q, then ωP,Lϕ(v) ≥ 1, unless |Lϕ(v)| = 3.
Since the sum of the weights of the inside vertices of Q is at most
ωP,Lϕ(Gϕ) ≤ `− 2, we conclude that at least one inside vertex of Q has
list of size three. This is only possible in the cases (Y2), (Y4a), and
(Y4b); the case (Y2a) is excluded, since ` ≥ 2. Furthermore, observe
that only one inside vertex of Q has list of size three by Claim 4; let
v denote this vertex. It also follows that `(Q) = ` and that all inside
vertices of Q other than v either belong to P or have list of size four.
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Let y1 and y2 be the neighbors of v in dom(ϕ), where y1 is closer to p0
than y2. Let Q1 and Q2 be the subpaths of Q intersecting in v (where
Q1 is closer to p0 than Q2) and let Q′1 and Q′2 be the paths obtained
from them by adding the edge y1v. For i ∈ {1, 2}, if `(Q′i) < ` − 1,
then as in Claim 7, we conclude that the subgraph of G split off by Q′i
does not contain any vertex of X. Since X 6= ∅ and `(Q′1) + `(Q′2) =
`(Q) + 2 = `+ 2, it follows that `(Q1) = 1 or `(Q2) = 1.

If for some i ∈ {1, 2}, we have `(Qi) > 1 and an inside vertex z of
Qi is adjacent to yi (this is only possible when ` ≥ 3), then Qi is an
edge-disjoint union of paths Q′i and Q′′i such that Q′i together with
vyiz forms a cycle C of length at most ` and Q′′i + zyi is a k-chord
of H for some k ≤ ` − 1. By considering the interior of C and the
subgraph of G split off by Q′′i + zyi separately, we again conclude that
the subgraph of G split off by Q does not contain any vertex of X. This
is a contradiction. It follows that no inside vertex of Qi is adjacent to
yi, and thus no inside vertex of Qi has a list of size four. Therefore, all
inside vertices of Q except for v belong to P .

If `(Q1) > 1, then letQ2 = vw, where w ∈ V (H); consider the subgraph
F of G split off by y1vw. Note that ` = `(Q) ≥ 3 and the distance
between v and X is at least D(M, `) − d`/2e − 3 ≥ D(M, 2). By
the minimality of G, it follows that F contains no vertex of X. By
Theorem 3, we have ωy1vw,L(F ) = 0. This is a contradiction, since
in each of the cases (Y2), (Y4a) and (Y4b), F − {y1, v, w} contains a
vertex with list of size four.

Therefore, `(Q1) = 1. In case (Y4a), v is not adjacent to v1, and
thus v is adjacent to p0. Similarly, in case (Y4b), v is adjacent to p0,
since v1 belongs to Y . Since v1 has list of size four, it has degree at
least four, and thus at least one vertex of G is drawn inside the 4-cycle
v1v2vp0. This contradicts Claim 4. Suppose now that (Y2) holds. Since
`(Q2) = ` − 1 and degGϕ

(v) ≥ 3, we conclude that Q2 = vp2p3 . . . p`.
By Lemma 12, we have that Gϕ consists of P and v adjacent to p0, p1
and p2. By Claim 10, ` = 2. Let us postpone the discussion of this
case and summarize it in the next claim.

Claim 13. In the subcase considered, (Y2) holds, ` = 2, and p0, p1,
p2, v1 and v2 have a common neighbor.

• Let us now consider the case that two vertices u, v ∈ V (Gϕ) with
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|Lϕ(u)| = |Lϕ(v)| = 3 and |L(v)| > 3 are adjacent. By Claim 4,
at most one of u and v has two neighbors in dom(ϕ). If neither u nor
v has two neighbors in dom(ϕ), then u, v ∈ V (H) and the choice of
Y and ϕ ensures that uv is a chord of H. However, that contradicts
Claim 8. Thus, we can assume that v has two neighbors in dom(ϕ)
and v 6∈ V (H); and in particular, Y was chosen according to one of
the cases (Y2), (Y4a) or (Y4b) (the case (Y2a) is excluded, since in
that case Gϕ would contain at most one vertex with list of size three).
Since u has at most one neighbor in dom(ϕ) and |Lϕ(u)| = 3, we have
u ∈ V (H). If |L(u)| = 4, then u has a neighbor y ∈ dom(ϕ), and by
Claim 8, we have uy ∈ E(H). This is not possible (in the case (Y4a),
the vertex v1 has list of size four, but it is not adjacent to v). Therefore,
|L(u)| = 3. Furthermore, inspection of cases (Y2), (Y4a), (Y4b) shows
that u has no neighbor in Y , as otherwise G would contain a 4-cycle
y′yuv with y, y′ ∈ Y and |L(y)| = 4; hence, y would have degree at
least four, contradicting Claim 4.

Let y1, y2 ∈ dom(ϕ) be the neighbors of v, where y1 is closer to p0 than
y2. Let F be the subgraph of G split off by uvy1, and assume that u
was chosen so that F is as small as possible. Note that ωuvy1,L(F ) ≥ 1,
as |L(y2)| = 4. The minimality of G and Theorem 3 imply that a vertex
x ∈ X ∩V (F ) is at distance at most D(M, 2)−1 from v. In particular,
we have ` ≤ 2.

Let Q be the path consisting of P , the subpath of H between p0 and y1
and the path y1vu. If |L(vs)| = |L(vs−1)| = 3 and u 6= vs, include also
the edge p`vs in Q. Let GQ be the subgraph of G such that GQ∪F = G
and GQ∩F = uvy1. Note that `(Q) ≤ 6. This is clear if the edge p`vs is
not added to Q. However, if the edge p`vs has been added, then vs and
vs−1 have lists of size 3, implying ` = 1. Therefore, `(Q) ≤ 6 also in
this case. Since the distance between v and a vertex of X ∩ V (F ) is at
most D(M, 2)−1 and X is M -scattered, the distance between a central
vertex of Q and X ∩ V (GQ) is at least D(M, 6). By the minimality of
G, we conclude that GQ contains no vertex of X.

Consider now the graphs G′Q = GQ − Y and F ′ = F − Y with list
assignment Lϕ. By the choice of u (so that F is minimal), no two
adjacent vertices of F ′ other than u and v have lists of size three.
Furthermore, the distance between v and X is at least M+3 > D(M, 1)
by Claim 3. By the minimality of G, no uv-critical subgraph of F ′
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(with respect to the list assignment Lϕ) contains a vertex of X, and
by Theorem 5 we conclude that every Lϕ-coloring of uv extends to an
Lϕ-coloring of F ′. Since Gϕ is not Lϕ-colorable, it follows that G′Q is
not Lϕ-colorable. By Theorem 5 this is not possible if ` = 1, and thus
` = 2.

Note that if xy is an edge of G′Q and |Lϕ(x)| = |Lϕ(y)| = 3, then x or
y is equal to v. Lemma 12 and Claim 8 imply that either v is adjacent
to all vertices of P , or v is adjacent to p0 and vs, |L(vs)| = 3 and p0, p1,
p2, v and vs have a common neighbor. This is not possible in the cases
(Y4a) and (Y4b), since v1 cannot have degree less than four. We are
left with the case that either the configuration described in Claim 13
appears, or we have the following:

Claim 14. If the situation of Claim 13 does not occur, then (Y2) holds,
` = 2, the common neighbor v of v1 and v2 is adjacent to p0 and vs,
|L(vs)| = 3, vs is adjacent to p2 and there exists a vertex w adjacent to
V (P ) ∪ {v, vs}.

Since either Claim 13 or Claim 14 holds, we always have ` = 2 and there
exists a vertex w adjacent to all vertices of P , where w = v if Claim 13
holds. In particular, no two vertices with list of size three are adjacent in
G and P has a unique central vertex. Therefore, by symmetry we also have
|L(vs)| = 3, |L(vs−1)| = 4 and w is either adjacent to vs−1 and vs, or adjacent
to v1 and the common neighbor v′ of vs−1, vs and p2. Observe that the
outcome of Claim 14 contradicts the last conclusion, as w in Claim 14 does
not have a neighbor with list of size four (thus w is not adjacent to vs−1) and
v is the only neighbor of w with list of size five and v is not adjacent to p2
(excluding the existence of v′).

Therefore, Claim 13 holds and v is also adjacent to vs−1 and vs. Let
us choose c1 ∈ S(v) and c2 ∈ S(v1) arbitrarily so that c1 6= c2. Let L′

be the list assignment such that L′(v2) = L(v2) \ {c2}, L′(v) = {c1} and
L′(z) = L(z) for any other vertex z. Let G′ = G− {p1, p0, v1} and P ′ = p2v.
Note that each L′-coloring of G′ corresponds to an L-coloring of G, and thus
G′ is not L′-colorable. Let G′′ be a P ′-critical subgraph of G′. The only
possible adjacent vertices of G′′ with lists of size three are v2 and v3. Also,
the distance between v and X is at least D(M, 2)− 1. If vv2 ∈ E(G′′), then
G′′ satisfies the assumptions of Lemma 14, and by the minimality of G, we
have X ∩ V (G′′) = ∅. However, then G′′ contradicts Theorem 5.
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Finally, suppose that vv2 6∈ E(G′′). Let d be a new color that does not
appear in any of the lists, and let L′′ be the list assignment obtained from L′

by replacing c1 with d in the lists of v and its neighbors in G′′ and by setting
L′′(v2) = L(v2) ∪ {d}. Observe that G′′ + vv2 is not L′′-colorable, and since
no two vertices of G′′ + vv2 with lists of size three are adjacent, we again
obtain a contradiction with the minimality of G and Theorem 5.

5 The conjecture of Albertson

In order to finish the proof of Theorem 2, it remains to show that Lemma 6
holds. We are going to prove a stronger statement, giving a complete list
of the critical graphs where we only forbid the precolored vertex x to be
adjacent with a vertex with list of size three. Let us start with a simple
observation.

Lemma 15. Let G be a graph drawn in the plane, P a path of length at
most one contained in the boundary of the outer face H of G and x a vertex
of V (G) \ V (P ). Let L be a 0-valid list assignment for G and X, where
X = {x}, and assume that x is not adjacent to any vertex with list of size
three. If x ∈ V (H) or x has neighbors only in H, then G is L-colorable.

Proof. Let L′ be the list assignment obtained from L by removing L(x) from
the list of all its neighbors and let G′ = G−x. Since x is not adjacent to any
vertex with list of size three, we have |L′(v)| ≥ 3 for each v ∈ V (G) \ V (P ).
Since L is a 0-valid assignment, P is L′-colorable. Furthermore, by the
assumptions of the lemma, all the vertices with list of size less than five are
in the outer face of G′. Hence, G′ is L′-colorable by Theorem 5, and this
coloring extends to an L-coloring of G.

We use results of Dvořák et al. [7] regarding the case that a path of length
three is precolored, but adjacent vertices with lists of size three are forbidden
(let us note that this result can also be easily derived from Theorem 3 and
the technique used in the proof of Lemma 13). An obstruction is a plane
graph with a prescribed subpath of its outer face and prescribed lengths of
lists. An obstruction O appears in a graph G with the list assignment L
and a specified path P if O is isomorphic to a subgraph of G such that the
prescribed subpath of O corresponds to P and the sizes of the lists given by
L match those prescribed by O. In figures, the full-circle vertices belong to
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Figure 5: Forbidden configurations of Theorem 16

the prescribed path (and their list sizes are not prescribed), triangle vertices
have list of size three, square vertices have list of size four and pentagonal
vertices have list of size five.

Theorem 16 (Dvořák et al. [7], Theorem 6). Let G be a graph drawn in the
plane, P a path of length at most three contained in the boundary of the outer
face H of G and L a valid list assignment for G such that no two vertices
with list of size three are adjacent and all vertices of P have list of size one.
If the following conditions hold, then G is L-colorable:

• if a vertex v has three neighbors w1, w2, w3 in V (P ), then L(v) 6=
L(w1) ∪ L(w2) ∪ L(w3), and

• if O is an obstruction depicted in Figure 5 that appears in G, then O
is L-colorable.

Another result of Dvořák et al. [7] is the following:

Theorem 17 (Dvořák et al. [7], Theorem 6). Let G be a graph drawn in the
plane, P a path of length at most one contained in the boundary of the outer
face H of G, w a vertex in V (G) \ V (H) and L a list assignment for G such
that P is L-colorable, all vertices in V (G) \ V (H) other than w have lists of
size at least five, all vertices in V (H) \ V (P ) have lists of size at least three
and no two vertices with list of size three are adjacent. If |L(w)| = 4, then
G is L-colorable.
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We also use the following characterization of critical graphs with a short
precolored face, given in [6] (this can also be easily derived from Lemma 9).

Lemma 18. Let G be a plane graph with outer face H and L a list assignment
such that |L(v)| ≥ 5 for v ∈ V (G) \V (H). If H is an induced cycle of length
at most six and G is H-critical with respect to L, then |H| ≥ 5 and one of
the following holds:

• |V (G) \ V (H)| = 1, or

• |H| = 6 and V (G) \ V (H) consists of two adjacent vertices of degree
five, or

• |H| = 6 and V (G) \ V (H) consists of three pairwise adjacent vertices
of degree five.

Let us now proceed with a strengthening of Lemma 6.

Lemma 19. Let G be a graph drawn in the plane, P a path of length at
most one contained in the boundary of the outer face H of G and x a vertex
of V (G) \ V (P ). Let L be a 0-valid list assignment for G and X, where
X = {x}. If the following conditions hold, then G is L-colorable:

• no two vertices with list of size three are adjacent,

• x is not adjacent to any vertex with list of size three, and

• if O is an obstruction drawn in Figure 6 that appears in G (with the
marked vertex corresponding to x), then O is L-colorable.

Proof. We can assume that |L(p)| = 1 for p ∈ V (P ) and that `(P ) = 1.
Let P = p0p1. Observe that in the process of reducing lists of vertices
in P (in order to be able to assume that |L(p)| = 1), we may create a
non-colorable obstruction from Figure 6. However, G contains at most one
such obstruction O (with the exception of OV3 and OV3′ , when we consider
O = OV3′). Therefore, we can always take the lists for vertices in V (P )
coming from an L-coloring of O.

For contradiction, assume that G is a counterexample with |V (G)| +
|E(G)| the smallest possible. Note that G is P -critical and connected. By
Lemma 15, we have x 6∈ V (H).

By Lemma 7 and Theorem 16, every non-facial triangle in G and every
chord of H separates P from x. Furthermore, by applying these results to
2-chords, we obtain the following.
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OV1 OV2 OV2a

OV3 OV3′ OV3a

OV3′a OV3′b OV4

Figure 6: Forbidden configurations of Lemma 19
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Claim 15. If a 2-chord Q = v1v2v3 of H does not separate P from x, then
the subgraph of G split off by Q consists either of the edge v1v3, or of a single
vertex with list of size three adjacent to v1v2v3.

Suppose that G contains a vertex cut of size one, and let G1 and G2 be
the subgraphs of G such that G = G1 ∪ G2, G1 and G2 intersect in a single
vertex v and P ⊆ G1. Note that x ∈ V (G2) \ {v}, and by the minimality of
G and Lemma 7, we conclude that G2 consists of the edge joining v with x.
By Lemma 15, we have v 6∈ V (H). It follows that H is a cycle.

Let us now consider a chord uv of H and let G1 and G2 be the subgraphs
of G intersecting in uv, where P ⊆ G1. By Lemma 7 and the minimality of G,
either G2 is one of the graphs drawn in Figure 6, or V (G2) = {u, v, x}. The
latter is impossible by Lemma 15; hence, assume the former. The inspection
of these graphs shows that there exists only one proper L-coloring ϕ of the
subgraph of G induced by {u, v, x} that does not extend to an L-coloring of
G2 (let us recall that |L(x)| = 1). By symmetry, we can assume that x is
not adjacent to u and that u does not have a list of size three. Let G′ be
the graph obtained from G1 by adding a new vertex x′ and the edge ux′,
and if vx ∈ E(G), then also the edge vx′. Let c be a new color that does
not appear in any of the lists and let L′ be a list assignment for G′ defined
as follows: L′(x′) = {c}, L′(u) = (L(u) \ {ϕ(u)}) ∪ {c}, if vx ∈ E(G), then
L′(v) = (L(v) \ L(x)) ∪ {c}, otherwise L′(v) = L(v), and L′(w) = L(w) for
every w ∈ V (G1) \ {u, v}. Since each L′-coloring of G′ corresponds to an
L-coloring of G, it follows that G′ is not L′-colorable. By the minimality of
G, this is only possible if u ∈ V (P ) and L(u) = {ϕ(u)}. By Theorem 16
applied to G1 with respect to the path P +uv, we conclude that G1 either is
a triangle, or V (G1) = {p0, p1, v, w} for some vertex w with list of size three
adjacent to p0, p1 and v. However, it is easy to check that the composition of
G1 with G2 (an obstruction from Figure 6) is either L-colorable or equal to
one of the obstructions in Figure 6. This is a contradiction. Consequently:

Claim 16. H is an induced cycle.

Suppose that the distance between x and P is 1, say xp0 ∈ E(G). Observe
that and xp1 6∈ E(G) by Lemma 7 and Theorem 16. Let G′ be the graph
obtained from G by splitting p0 to two vertices p′0 and p′′0, where both p′0 and
p′′0 are adjacent to x, P ′ = p′0xp

′′
0p1 is a path in G′ and other neighbors of p0

are divided between p′0 and p′′0 in the planar way. Note that G′ is P ′-critical
and we can apply Theorem 16 for it. Using Claim 16, observe that P ′ is an
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Figure 7: Nontrivial separating triangle

induced path and that each vertex with list of size three has at most two
neighbors in P ′, hence G′ is one of the graphs drawn in Figure 5. Since each
vertex distinct from x is adjacent to at most one of p′0 and p′′0 and x is not
adjacent to a vertex with list of size three, it follows that G′ is OP4. But
then G is OV3′ . Therefore, we have:

Claim 17. The distance between x and P is at least 2.

Consider a separating triangle C = v0v1v2 in G, and let G′ = IntC(G)
with the list assignment L. Note that G′ is C-critical. By Theorem 5 it
follows that x ∈ V (G′) \V (C). If x is adjacent to say v0, then G′ is bounded
by the closed walk xv0v1v2v0x of length 5. Formally, we split v0 into two
vertices v′0 and v′′0 as we did with p0 in the previous paragraph. Observe that
|V (G′) \ {x, v0, v1, v2}| 6= 1, since no vertex other than x is adjacent to both
v′0 and v′′0 and all vertices in V (G′) \ {x, v0, v1, v2} have degree at least five.
Using Lemma 18, we conclude that V (G′) = {v0, v1, v2, x}.

Let us now consider the case that the distance between C and x is at least
two. Let ϕ be an L-coloring of C that is obtained from an L-coloring of G−x.
Then ϕ does not extend to an L-coloring of G′. Let L′ be the list assignment
such that L′(v0) = {ϕ(v0)}, L′(v1) = {ϕ(v1)}, L′(v2) = {ϕ(v0), ϕ(v1), ϕ(v2)}
and L′ matches L on the remaining vertices of G′. Then G′ is not L′-colorable.
By the minimality of G, OV1 appears in G′. We conclude that G′ is the
graph drawn in Figure 7. In that case, every L-coloring of C different from
ϕ extends to an L-coloring of G′. Since G is not OV1, at least one vertex
w ∈ V (C) \ V (P ) does not have list of size three. Let G′′ be the graph
obtained from G− (V (G′) \ V (C)) by adding a vertex x′ and the edge x′w.
Let L′′ be the list assignment such that L′′(x′) = {ϕ(w)} and L′′ matches L
on other vertices of G′′. Note that G′′ is not L′′-colorable, since each such
coloring would extend to an L-coloring of G. Furthermore, x′ has degree one,
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hence G′′ does not contain any of the obstructions. Therefore, G′′ contradicts
the minimality of G. This implies:

Claim 18. If C is a separating triangle in G, then V (IntC(G)) = V (C)∪{x}.

Let p1p0v1 . . . vs be the facial walk of H. Note that s ≥ 1. For v ∈
V (G) \ (V (P ) ∪ {x}), let

S(v) = L(v) \
⋃

u∈V (P )∪{x}
uv∈E(G)

L(u).

Observe that |S(v)| = |L(v)| − k, where k is the number of neighbors of v in
V (P ) ∪ {x}, by the minimality of G.

If s = 1, then note that |S(v1)| ≥ 1. Choose arbitrary color c ∈ S(v1) and
let L′ be the list assignment obtained from L by removing c from the lists of
neighbors of v1. Note that G − v1 is not L′-colorable, and since it contains
no vertices with list of size three, by the minimality of G we conclude that
OV2 appears in G−v1. But then G is equal to OV1, which is a contradiction.
Therefore, s ≥ 2. As we observed before, x 6∈ V (H), and hence neither v1
nor v2 is equal to x.

Suppose that |L(v1)| = 5, or that |L(v1)| = 4 and |L(v2)| ≥ 4. If x
is not adjacent to v1, then let y = p0, otherwise let y = x. Let L′ be
the list assignment obtained from L by removing L(y) from L(v1) and let
G′ = G − yv1. Observe that G′ is P -critical with respect to L′, and by the
minimality of G, it is one of the graphs in Figure 6. This is not possible
if y = p0, since then G′ it either is not 2-connected or contains a vertex (a
neighbor of p1) with list of size 5 incident with the outer face. If y = x, then
v1 and x are not adjacent in G′, but the edge v1x can be added by keeping
the graph being planar. This is only possible if G′ is either OV3 or OV3a.
However, in such a case G would be isomorphic to OV2, OV2a or OV3′a, and
would be L-colorable by assumption. We conclude the following.

Claim 19. We have s ≥ 2, |L(v1)| ≤ 4, and one of v1 and v2 has list of size
three; symmetrically, |L(vs)| ≤ 4 and one of vs and vs−1 has list of size three.

Next, we claim the following:

Claim 20. If the vertices p0, p1, v1 and v2 have a common neighbor w, then
w is adjacent to x.
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Proof. By Claim 16 and Claim 17, we have w ∈ V (G)\(V (H)∪{x}). Suppose
that w is not adjacent to x. By Lemma 15 and Claim 18, we conclude that
wp1p0, wp0v1 and wv1v2 are faces. Let G1 and G2 be the subgraphs of G
intersecting in p1wv2 such that P ⊂ G1. Note that x ∈ V (G2), |L(v1)| = 3,
|S(v1)| = 2 and |S(w)| = 3. Choose c ∈ S(w) \ S(v1) arbitrarily. Let
L′(w) = {c} and L′(v) = L(v) for any v ∈ V (G2) \ {w}. Note that every L′-
coloring of G2 extends to an L-coloring of G, hence G2 is not L′-colorable. By
the minimality of G and Claim 17, we conclude that one of the obstructions
K drawn in Figure 6 appears in G2, with the precolored path p1w. Note that
v2 ∈ V (K), as otherwise G contains a 2-chord contradicting Claim 15. Also,
|L′(v2)| ≥ 4, as v2 is adjacent to v1, which has list of size three. Therefore,
K is one of OV2, OV2a, OV3 or OV3′a (the case OV3′ is excluded, since x is
adjacent neither to w nor to p1). By Claim 19, K is not OV2. Furthermore,
H is not OV3′a, since w has degree at least five. In the remaining two cases,
Claim 16 and the assumption that x is not adjacent to a vertex with list of size
3 imply that K = G2. It is a simple exercise to check that the combination
of G1 with K is L-colorable. This is a contradiction.

Suppose that a vertex of P , say p0, has degree two in G. We can assume
that the color of p1 only appears in the lists of its neighbors, by replacing
it with a new color if necessary. Let G′ = G − p0 + p1v1 and let L′ be the
list assignment such that L′(v1) = (L(v1) \ L(p0)) ∪ L(p1) and L′ matches L
on other vertices. By the minimality of G, we have that G′ is L′-colorable;
but this gives an L-coloring of G, which is a contradiction. Therefore, both
vertices of P have degree at least three.

Claim 21. The vertex x has no neighbor in H.

Proof. Suppose that x has a neighbor v ∈ V (H). By Claim 17, we have
v 6∈ V (P ).

Let us first consider the case that p0, p1 and x have a common neighbor
w. For i ∈ {0, 1}, let Qi = piwxv and let Gi be the subgraph of G split
off by Qi. Note that Gi is Qi-critical, and we can apply Theorem 16 to it.
Suppose that each of G0 and G1 is among the graphs drawn in Figure 5
different from OP6, or consists of a vertex with list of size three adjacent
to pi, w and v, or consists of an edge joining v to pi. (Note that some
configurations of Figure 5 are excluded since x is not adjacent to a vertex with
list of size 3.) A straightforward case analysis shows that for any c ∈ S(w),
there exists at most one color c′ ∈ S(v) such that the L-coloring of Qi that
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assigns the color c to w and the color c′ to v does not extend to an L-
coloring of Gi. Since |L(v)| ≥ 4, we conclude that G is L-colorable, which
is a contradiction. Hence, we can assume that say G0 does not satisfy this
property; by Theorem 16, the following cases are possible:

• G0 contains the edge vw and either the edge p0v or a vertex with list
of size three adjacent to p0, w and v; or,

• G0 is OP6.

In the former case, vw 6∈ E(G1), since G does not have parallel edges. In
the latter case, if vw ∈ E(G1), then G is easily seen to be L colorable).
Therefore, we can assume that vw 6∈ E(G1). If G1 is OP6, then all the
combinations with the possible choices for G0 result in an L-colorable graph.
Hence, for any c ∈ S(w) there exists at most one color c′ ∈ S(v) such that the
corresponding coloring does not extend to an L-coloring of G1. If G0 is OP6,
this would imply that G is L-colorable. Therefore, G0 contains the edge vw.
A straightforward case analysis shows that all the remaining combinations
of the choices for G0 and G1 result in OV2, OV3, OV4 or in an L-colorable
graph.

We conclude that p0, p1 and x do not have a common neighbor. Let M be
the set consisting of V (P ) and of all vertices with list of size three adjacent
to P . Suppose that a vertex w has at least three neighbors in M . Since both
p0 and p1 have degree at least three, we can assume that w is adjacent to
p0, p1 and v1. By the previous paragraph, w is not adjacent to x, and thus
|S(w)| = 3 > |S(v1)|. Let c be a color in S(w) \ S(v1). Let G′ = G − p0
and let L′ be the list assignment such that L′(w) = {c}, L′(v1) = S(v1)∪{c}
and L′ matches L on all other vertices. Then G′ is not L′-colorable, and thus
one of the configurations K drawn in Figure 6 appears in G′. Observe that
Claim 15, Claim 16 and Claim 20 imply that G′ = K. Since w has degree at
least five and |L′(v1)| = 3, this is only possible if K is OV1, OV3a, OV3′a or
OV3′b. However, the corresponding graph G is easily seen to be L-colorable,
which is a contradiction.

Consequently, every vertex has at most two neighbors in M . Furthermore,
each vertex in V (H) other than v has at most one neighbor inM , by Claim 16.
Let θ be an L-coloring of the subgraph of G induced by M . If v is the only
neighbor of x in V (H), then let G′ be the graph obtained from G −M by
splitting v into two vertices v′ and v′′ adjacent to x, with other neighbors of v
distributed between v′ and v′′ in the planar way. Let L′ be the list assignment
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such that L′(v′) = L′(v′′) consists of a single color in S(v) distinct from the
colors of the neighbors of v in M according to θ and L′(z) = L(z) \ {θ(t) :
t ∈ M, tz ∈ E(G)} for any other vertex z ∈ V (G′). If x has at least two
neighbors in V (H), then by Claim 15, it has exactly two such neighbors v′

and v′′ and v′v′′ ∈ E(G). In this case, let G′ = G−M − v′v′′, and let L′ be
defined as before for vertices other than v′ and v′′, with the lists of v′ and v′′

chosen to consist of a single color distinct from each other and the colors of
their neighbors in M . Let P ′ = v′xv′′. Note that each vertex of G′ not in P ′

has list of size at least three, and all internal vertices have lists of size five.
By Lemma 12, G′ contains an even fan procession F with base P ′ and L′ is
a dangerous assignment for it.

Suppose first that F is not a fan. By Claim 2, there is at most one coloring
of P ′ that does not extend to an L′-coloring of F . If there were at least two
choices for the colors of the endvertices of P ′, at least one of them would give
a coloring of G′ extending to an L-coloring of G. Therefore, there is only one
choice, which is only possible if v is the only neighbor of x in H and v has two
neighbors in M . In this case, v′ and v′′ have the same color, hence F is not
a fat fan and x has a neighbor z with |L′(z)| = 3. Since all neighbors of x in
V (H) belong to P ′, we conclude that z has two neighbors in M . Let us recall
that no vertex has three neighbors in M , vertices of P have degree at least
three and x, p0 and p1 do not have a common neighbor. Hence, Lemma 18
applied to the interior of the cycle formed by z, its neighbors in M and the
path between them in M implies that z is adjacent either to p0 and v1, or to
p1 and vs. By symmetry, we can assume the former. Since there is only one
choice for the color of v′ and v′′, we have v = v2 and V (H) = M ∪{v2}. Since
F is not a fan, it has at least two more vertices with list of size three. By
planarity, we conclude that it has exactly two, one adjacent to p0 and p1, the
other adjacent to p1 and vs, where s = 3, and F consist of the triangle xv′z
and of a fat fan of order two. See Figure 8(a). However, the corresponding
graph G is L-colorable.

Therefore, F is a fan. Let z be a neighbor of x with |L′(z)| = 3 that is
also adjacent to the endvertex v′ of P ′. Again, z has two neighbors in M
and we can assume that they are p0 and v1. Let us now consider the case
that F has order at least two. Then, there exists a common neighbor z′ of
x and v′′ distinct from z, and z′ is adjacent to p1 and vs. By Claim 15, we
have that v′ is adjacent to v1 and v′′ is adjacent to vs. Consider the 5-cycle
p0zxz

′p1. Since both z and z′ have degree at least five and p0, p1 and x do
not have a common neighbor, we conclude that zz′ ∈ E(G). By symmetry,
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p1 p0

z

v2

vs v1

x

(a)

p1 p0

z′ z

v2v3

vs v1

x

(b)

p1 p0

w z

v2v3

vs v1

x

(c)

Figure 8: Configurations from Claim 21

we can assume that p0z
′ 6∈ E(G) (while the edge p1z may be present). BL:

The previous is not good as such edge p1z or p0z
′ would turn z or

z′ into a common neighbor of x, p1, p0. Consequently, there is just
one case s = 4. There are two cases depending on whether s = 3 or s = 4,
but in both of them, the resulting graph G is L-colorable. See Figure 8(b).

We conclude that F is a fan of order one; hence, z is adjacent to both
ends of P ′. It follows that x has two neighbors (v2 and v3) in H. If we
have three possible choices for the list (color) of v′′ = v3 in L′, then we
can choose the list so that F is L′-colorable and obtain an L-coloring of G.
This is a contradiction, hence v3 has a neighbor in M . Note that s > 3;
otherwise, since p1 has degree at least three, the 4-cycle p1p0zv3 would have
a chord p1z, contradicting the observation that z has only two neighbors in
M . Therefore, we have s = 4. Similarly, since p1 has degree at least three
and it is not adjacent to z or v3, Lemma 18 applied to the interior of the
5-cycle p1p0zv3v4 implies that there exists a vertex w adjacent to p0, p1, z,
v3 and v4. See Figure 8(c). BL: I think that w is invalid as it has
3 neighbors in M which is a faster contradiction and maybe the
figure is not needed. However, such a graph G is L-colorable, which is
again a contradiction. This completes the proof of Lemma 19.

Let Y be defined as in the proof of Lemma 14, and let its partial coloring
ϕ, list assignment Lϕ and the graph Gϕ (a P -critical subgraph of G− Y ) be
defined in the same way as well. Let us note that Claim 16 together with
the choice of Y implies that every vertex v ∈ V (Gϕ) \ {p0, p1, x} satisfies
|Lϕ(v)| ≥ 3.

Claim 22. There exists a neighbor of x adjacent to two vertices of dom(ϕ).
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Proof. Note that x is not adjacent to Y or any other vertex of H (Claim 21).
By excluding the conclusion of the claim, x is not adjacent to a vertex with
list of size three in Gϕ. By Theorem 5, we have x ∈ V (Gϕ).

• Let us first consider the situation thatGϕ contains two adjacent vertices
u and v with |Lϕ(u)| = |Lϕ(v)| = 3. By symmetry, we can assume that
|L(u)| > 3. The choice of Y together with Claim 16 implies that
u 6∈ V (H), hence u has two neighbors in dom(ϕ) and one of (Y2),
(Y4a) and (Y4b) occurs. If v 6∈ V (H), then v is also adjacent to the
two vertices y1, y2 ∈ dom(ϕ). By Claim 18, we have y1y2 6∈ E(G), hence
(Y4b) happens, y1 = v1 and y2 = v3. Choose vertices u and v so that
the disk bounded by the 4-cycle C = v1v2v3u is as small as possible.
By Theorem 16, we have x ∈ V (IntC(G)) \ V (C). However, u is not
adjacent to x and forms a vertex cut in Gϕ. Let G1 and G2 be the
subgraphs of Gϕ such that G1 ∩ G2 = u, G1 ∪ G2 = Gϕ, both G1 and
G2 have at least two vertices, P ⊂ G1 and x ∈ V (G2). By Theorem 5,
G1 is Lϕ-colorable, and by the minimality of G, the precoloring of u
given by this coloring extends to an Lϕ-coloring of G2 (the choice of u
ensures that no two vertices with list of size three are adjacent in G2).
Hence, Gϕ is Lϕ-colorable. This is a contradiction.

We conclude that there exists a vertex u ∈ V (G) \ V (H) adjacent to
two vertices in dom(ϕ) and all edges joining vertices with list of size
three are incident with u. Furthermore, the other ends of these edges
belong to H. Choose a neigbor v′ of u in the outer face of Gϕ so that
|Lϕ(v′)| = 3 and the subgraph G2 of Gϕ split off by uv′ is as large as
possible. Note that all edges joining u to vertices with list of size three
belong to G2. Let G1 be the subgraph of Gϕ such that G1 ∪G2 = Gϕ

and G1 ∩ G2 = uv′ (we have P ⊆ G1). Let P2 = uv′. Note that
G2 6= uv′, since otherwise G would contain a 2-chord Q consisting of
uv′ and a vertex in dom(ϕ) contradicting Claim 15. By Theorem 5, we
have that x ∈ V (G2).

Note that G2 is P2-critical with respect to Lϕ and x is not adjacent to
any vertex of P2. Furthermore, no two vertices in V (G2) \ V (P2) with
lists of size three are adjacent. Observe that x is adjacent neither to u
nor to v′, thus by the minimality of G, we conclude that G2 is equal
to one of the graphs drawn in Figure 6. In particular, there exists a
unique coloring ψ of P2 that does not extend to an Lϕ-coloring of G2.
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Suppose that u and v′ do not have a common neighbor w in G1 with
|Lϕ(w)| = 4. Note that by Claim 15 and Claim 20, u is not adjacent
to both vertices of P . Let cu ∈ Lϕ(u) be a color that is different from
ψ(u) and different from the color of a neighbor of u in P , if it has any.
Let cv′ ∈ Lϕ(v′) be a color different from cu and different from the color
of a neighbor of v′ in P , if it has any. Let G′1 = G1 − {u, v′} with the
list L1 obtained from Lϕ by removing cu from the lists of neighbors
of u and cv′ from the lists of neighbors of v′. By the choice of v′ and
the assumption that u and v′ have no common neighbor with list of
size 4, it follows that every vertex of V (G′1) \ V (P ) has list of size at
least three. By Theorem 5, we conclude that G1 has an L-coloring such
that the color of u is not ψ(u). However, this coloring extends to an
Lϕ-coloring of Gϕ, which is a contradiction.

Therefore, we can assume that u and v′ have a common neighbor w ∈
V (G1) with |Lϕ(w)| = 4. If w ∈ V (H), then Claim 16 and Claim 18
imply that v′ has degree two in G1. On the other hand, if w 6∈ V (H),
then w has a neighbor in dom(ϕ) and Claim 18 implies that u has
degree two. In the former case, let q0 = v′ and q1 = u, in the latter
case let q0 = u and q1 = v′. Note that q0 has no neighbor in P . Let
c be a color in Lϕ(q0) \ {ψ(u), ψ(v′)}. By Theorem 5, there exists an
L-coloring of G1 − q0 such that the color of w is not c. Observe that
this coloring extends to an Lϕ-coloring of G1 such that either q0 or q1
is colored by c. This coloring extends to an Lϕ-coloring of Gϕ, which
is a contradiction.

• Therefore, we can assume that no two adjacent vertices of Gϕ have lists
of size three according to Lϕ. By the minimality of G and Claim 17, we
conclude that Gϕ is one of the graphs drawn in Figure 6 (except OV3′

which has vertex x adjacent to P ). Let us discuss the possible cases
for Gϕ separately.

– If Gϕ is OV1, OV2a, OV3a or OV3′b, then let w be the vertex with
|Lϕ(w)| = 3 that is adjacent to both vertices of P . By Claim 16,
we have that w ∈ V (G) \ V (H), and thus w is adjacent to two
vertices in dom(ϕ). By Claim 15, these vertices are v1 and v2.
However, that contradicts Claim 20.

– If Gϕ is OV2 or OV3, then G contains a path Q = p0w1w2p1 corre-
sponding to the outer face of Gϕ. By Claim 16, at most one of w1
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and w2 belongs to H. If say w1 belongs to H, then by Claim 15,
G consists of Gϕ and a vertex with list of size three adjacent to
w1, w2 and p1. However, such a graph is L-colorable. Therefore,
neither w1 nor w2 belongs to H. Let F be the subgraph of G split
off by Q. Since s ≥ 2, F has at least two vertices not belonging
to Q, and by Theorem 16, F is OP2, OP3, OP4 or OP5. If F is
OP2 or OP4, then we can assume that Y = {v1} is the vertex with
list of size three; but then v1 is adjacent to at most one of w1 and
w2, contrary to the fact that |Lϕ(wi)| < |L(wi)| for i ∈ {1, 2}.
Similarly, if F is OP5, then we can assume that Y = {v1, v2} is
not adjacent to at least one of w1 and w2, which is again a con-
tradiction. If F is OP3, then Gϕ is not OV2, since we assume that
the common neighbor of the two vertices in Y is not adjacent to
x. The final possibility, the combination of OP3 and OV3 does not
result in a P -critical graph.

– Suppose now that Gϕ is OV3′a. Let piw1w2w3p1−i (for some i ∈
{0, 1}) be the subpath of G corresponding to the outer face of Gϕ,
where |Lϕ(w1)| = 3. By Claim 21, we have w2, w3 6∈ V (H).

Suppose that w1 6∈ V (H). Then w1 is adjacent to two vertices
y1, y2 ∈ dom(ϕ), and by Claim 15, piy1y2 is a subpath of H and
|L(y1)| = 3. Observe that Y = {y1, y2}, and thus w2 and w3 are
adjacent to y2. By Claim 15 applied to y2w3p1−i, we conclude that
y2, w3 and p1−i have a common neighbor with list of size three (if y2
were adjacent to p1−i, we would have chosen Y = {y1}). However,
the resulting graph is L-colorable.

Therefore, we have w1 ∈ V (H). By Theorem 16, the subgraph F
of G split off by w1w2w3p1−i either consists of a vertex with list
of size three adjacent to all vertices of Q, or is equal to one of the
graphs drawn in Figure 5. In the former case, G is L-colorable.
In the latter case, the choice of Y shows that F is not OP1, and
since w2 and w3 are adjacent to a vertex in Y , F is not OP4, OP5

or OP6. If F is OP3, then the assumption that no neighbor of x
has two neighbors in dom(ϕ) is violated, and similarly we exclude
the case that F is OP2 and |L(v1)| = 3. The case that F is OP2

and |L(v1)| = 4 is excluded as well, since then Y = {v2} and w3

is not adjacent to any vertex in Y .

– Finally, suppose that Gϕ is OV4 and let p0w1w2w3w4p1 be the
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subpath of G corresponding to the outer face of Gϕ. By Claim 21,
we have w2, w3 6∈ V (H).

If w1 6∈ V (H), then w1 is adjacent to two vertices y1, y2 ∈ dom(ϕ)
and y2 is also adjacent to w2 and w3. In this case, w4 cannot have
two neighbors in dom(ϕ), and since |Lϕ(w4)| = 3, it follows that
w4 belongs to V (H). By Claim 15, either y2 is adjacent to w4, or
w4, w3 and y2 have a neighbor with list of size three. However, in
both cases G would be L-colorable.

We conclude that w1 ∈ V (H), and symmetrically w4 ∈ V (H). Let
F be the subgraph of G split off by w1w2w3w4. By Theorem 16,
F is either one of the graphs depicted in Figure 5 or consists of
a vertex with list of size three adjacent to w1, w2, w3 and w4. In
the latter case, G is L-colorable; hence, consider the former. Since
both w2 and w3 are adjacent to a vertex in Y , F is not OP4, OP5

or OP6. By the choice of Y , F is not OP1. And, if F is OP2 or
OP3, then x and two vertices in dom(ϕ) have a common neighbor.

Let us consider a set Y ′ ⊆ {vs, vs−1, . . .} and its partial coloring ϕ′ chosen
on the other side of P by rules symmetric to the ones used to select Y and
ϕ. By symmetry, we have:

Claim 23. There exists a neighbor of x adjacent to two vertices of dom(ϕ′).

Let w be the common neighbor of x and two vertices y1, y2 ∈ Y , where
|L(y2)| = 4. Let w′ be the common neighbor of x and two vertices in y′1, y

′
2 ∈

Y ′, where |L(y′2)| = 4.

Claim 24. We can choose y1 and y′1 so that |L(y1)| = |L(y′1)| = 3 and
y1y2, y

′
1y
′
2 ∈ E(G).

Proof. This only needs to be discussed in the case (Y4b), where w could be
a neighbor of v1 and v3, but not v2, and by Claim 15, x would be contained
inside the 4-cycle v1v2v3w together with a common neighbor z of v1, v2 and
v3. In that case, planarity implies that w = w′. The choice of Y implies
that Y ′ 6= Y (as we would then have s = 3 and we would be in case (Y3)).
By Claim 15 (applied to the 2-chord y′1wv3 and noting that |L(y′2)| = 4), we
have y′2 = v3, v4 is adjacent to w, and y′1 is either v4 or v5.
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Let F be the subgraph of G drawn inside the 4-cycle v1v2v3w. Let F ′

be the graph obtained from F by splitting w into two vertices w1 and w2

adjacent to x and by distributing the other neighbors of w between w1 and
w2 in the planar way. Let K = v1v2v3w1xw2 be the outer face of F ′, and note
that F ′ is K-critical with respect to L. By Claim 21, x is not adjacent to v1
or v3. We conclude that K is an induced cycle. No vertex of F ′ other than
x is adjacent to both w1 and w2, hence Lemma 18 implies that F − V (K)
consists either of z adjacent to x and one of w1 or w2, or of a triangle zz1z2,
where z1 is adjacent to v3, w1 and x, and z2 is adjacent to v1, w2 and x.

In the latter case, note that degG(v3) = 5 and observe that every L-
coloring of G − {v2, v3, z, z1, z2} extends to an L-coloring of G, contrary to
the assumption that G is P -critical. Therefore, assume that z is the only
vertex of V (F ) \V (K). Choose a color c ∈ S(z) \L(v2), let G′ = G−{z, v2}
and let L′ be the list assignment obtained from L by removing c from the
lists of v1, v3 and w. Then G′ is L′-colorable by Lemma 15 and this coloring
extends to an L-coloring of G, which is a contradiction.

By the choice of Y and Y ′, note that {y1, y2} 6= {y′1, y′2}. Furthermore,
if w = w′, then Claim 15 implies that x is contained in the subgraph of G
split off by y1wy

′
1. If w 6= w′, then let Q = Q0 = y1wxw

′y′1. If w = w′, then
let Q be the star with center w and rays y1, y

′
1 and x and let Q0 = y1wy

′
1.

Let G2 be the subgraph of G split off by Q0 and let G1 be the subgraph of
G such that G1 ∪ G2 = G and G1 ∩ G2 = Q0 (we have P ⊂ G1). Note that
y2 6∈ V (G1). If w and w′ are adjacent in G2, then let G′1 = G1 + ww′ and
G′2 = G2 − {y1, y′1} − ww′, otherwise let G′1 = G1 and G′2 = G2 − {y1, y′1}.
Let Q′ = Q− {y1, y′1}. By the minimality of G, there exists an L-coloring θ
of G′1.

Suppose that y2 6= y′2. We let L2 be the list assignment such that L2(q) =
{θ(q)} for q ∈ V (Q), L2(y2) = L(y2) \ {θ(y1)}, L2(y

′
2) = L(y′2) \ {θ(y′1)} and

L2(v) = L(v) for all other vertices. Note that all vertices of G′2−V (Q′) have
list of size at least three. Furthermore, by Claim 21, all neighbors of x not in
Q′ have list of size five. Now we apply Lemma 12 to G′2 and L2. (If w = w′,
we first split the edge wx so that we obtain a precolored path of length 2.)
Lemma 12 implies that G′2 contains an even fan procession for which L2 is
dangerous. In particular, since x has no neighbors in H, we conclude that G′2
contains a fat fan of even order for which L2 is a dangerous assignment. It
follows that w 6= w′. Since no two vertices with list of size three are adjacent
in G and ww′ /∈ E(G′2), we conclude that the fat fan has order two and one
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of its vertices is y2 (or y′2). Let z 6= y2 be the vertex of the fat fan with
|L2(z)| = 3. By the choice of Y and Y ′, we have z 6= y′2. However, the
2-chord y′1w

′z then contradicts Claim 15.
We conclude that y2 = y′2. If w = w′, Claim 18 and Claim 21 imply that

w is the only neighbor of x. However, Theorem 17 then implies that G is
L-colorable. It follows that w 6= w′, hence G′2 is the 4-cycle w′xwy2 (x is not
adjacent to y2 by Claim 21), and degG(y2) = 4.

If S(y1) 6⊂ L(y2), then we can color y1 by a color in S(y1) \ L(y2) and
remove the color from the lists of neighbors of y1, obtaining a list assignment
L′ for the graph G′ = G−{y1, y2}. Observe that G′ is not L′-colorable, and by
the minimality of G, one of the obstructions Z depicted in Figure 6 appears
in G′. However, note that |L′(w′)| = 5, since y1w

′ /∈ E(G) by Claim 18
applied to y1y2w

′. It follows that either a vertex with list of size five or x is
incident with the outer face of Z. However, this does not happen for any of
the obstructions in Figure 6.

We conclude that S(y1) ⊂ L(y2), and by symmetry S(y′1) ⊂ L(y2). Sup-
pose that there exists a color c ∈ S(y1)∩S(y′1). Let L′ be the list assignment
for G′ = G − {y1, y′1, y2} obtained by removing c from the lists of neigh-
bors of y1 and y′1. Note that G′ is not L′-colorable. By the minimality of
G, one of the obstructions Z depicted in Figure 6 appears in G′. Since x
is not incident with the outer face of Z, both w and w′ belong to Z and
|L′(w)| = |L′(w′)| = 4. Together with Claim 16, this implies that Z is OV2,
OV3′a or OV4. In all the cases, Claim 15 uniquely determines G, and the
resulting graph is L-colorable. This is a contradiction.

It follows that S(y1) and S(y′1) are disjoint. Since |L(y2)| = 4, we conclude
that |S(y1)| = |S(y2)| = 2, and thus y1 = v1 and y′1 = vs, where s = 3.
Suppose that there exists a color c ∈ S(w′)∩S(y1). Note that c 6∈ S(y′1). Let
G′ = G−{w′, y1, y2} with the list assignment L′ obtained from L by removing
c from the lists of neighbors of w′ and y1, except for the vertex y′1 where we
set L′(y′1) = L(y′1). Note that y′1 is the only vertex with list of size three and x
is incident with the outer face of G′, hence by Lemma 15, G′ is L′-colorable.
However, this implies that G is L-colorable, which is a contradiction. We
conclude that S(w′) ∩ S(y1) = ∅, and symmetrically S(w) ∩ S(y′1) = ∅.

By symmetry, we can assume that w has at most one neighbor in P , and
thus |S(w)| ≥ 3. Since S(y′1) and S(w) are disjoint, S(y′1) ∪ S(y1) = L(y2),
|S(y′1)| = 2 and |L(y2)| = 4, there exists a color c ∈ S(w) \ L(y2). Clearly,
c /∈ S(y1). Let G′ = G − {w, y2} with the list assignment L′ obtained from
L by removing c from the lists of the neighbors of w other than y1 and y′1.
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Again, Lemma 15 implies that G′ is L′-colorable, giving an L-coloring of G.
This contradiction completes the proof of Lemma 19.

We are now ready to prove the main result.

Proof of Theorem 2. By Lemma 19, Lemma 6 holds with M = 2. Let X be
the set of vertices with list of size 1. The distance condition imposed in the
theorem says that X is M -scattered (for M = 2). Since every planar graph is
5-choosable, we can assume that X 6= ∅. We may also assume that a vertex
x ∈ X is incident with the outer face. Furthermore, we can assume that G
is {x}-critical. By Lemma 14, we conclude that all vertices of G except for
x have list of size at least 5. However, Theorem 5 then implies that G is
L-colorable.
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