Algorithmic game theory — Tutorial 2*

October 7th 2024

1 Nash equilibria

A normal-form game is a triple (P, A, u), where P is a finite set of n players, A = A; x --- x A,
is a set of action profiles, where A; is a set of actions available to player i, and u = (u1,...,u,) is
an n-tuple, where each u;: A — R is the utility function for player i.

The set of pure strategies of player i is the set A; of available actions for i. The set S; of mized
strategies of player 7 is the set of all probability distributions on A;. The expected payoff for player
i of the mixed-strategy profile s = (s1,...,5,) is

wis)= Y wla) H sj(a;)-

We use the notation s_; = (s1,...,8i-1,8i+1,- .-, Sn) and, for a strategy s; € S; of player i, we
use u;(s}; s—;) to denote the number w;(s1,...,8i—1,5;, Sit1,s---,Sn)-

The best response of player i to the strategy profile s_; is a mixed strategy s; such that
w; (87 5—) > wi(sh; s—;) for each strategy s, € S; of i. A Nash equilibrium in G is a strategy profile
(81,...,8n) such that s; is a best response of player i to s_; for every i € P.

Observation 1 (Best response condition). In a normal-form game G = (P, A,u) of n players, for
every player i € P, a mixed strategy s; is a best response to s_; if and only if all pure strategies in
the support of s; are best responses to s_;.

Exercise 1. Verify that the expected payoff of a mized strategy in a mormal-form game G =
(P, A,u) of n players is linear. That is, prove that u;(s) = >_, c 4, si(ai)ui(ai;s—;) for every
player i € P and every mized-strategy profile s = (s1,...,Sn)-

Exercise 2. Compute mized Nash equilibria in the following games:

(a) Prisoner’s dilemma,

‘ Testify ‘ Remain silent
Testify (-2,-2) (0,-3)
Remain silent | (-3,0) (-1,-1)

Table 1: A normal form of the game Prisoner’s dilemma.
(b) Rock-Paper-Scissors.

‘ Rock ‘ Paper ‘ Scissors
Rock (0,0) | (-1,1) (1,-1)
Paper | (1,-1) | (0,0) (-1,1)
Scissors | (-1,1) | (1,-1) (0,0)

Table 2: A normal form of the game Rock-paper-scissors.
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and formally show that no other Nash equilibria exist in these games.

Exercise 3 (Iterated dominance equilibrium). Let G = (P, A,u) be a normal-form game of n
players. For player i, we say that a strategy s; € S; is strictly dominated by a strategy s, € S; if,
for every s_; € S_;, we have u;(s;;s—;) < ui(s;;s—;). Consider the following iterated process that
will help us find Nash equilibria in some games.

Set AY = A; and S? = S; for every player i € P. Fort > 1 andi € P, let Al be the set of pure
strategies from Aﬁfl that are not strictly dominated by a strategy from Sffl and let St be the set
of mized strategies with support contained in AL. Let T be the first step, when the sets AT and ST
are no longer shrinking for any i € P. If each player i € P is left with one strateqy a; € AT, we
call a; X -+ X ap, an iterated dominance equilibrium of G.

(a) Show that every iterated dominance equilibrium is a Nash equilibrium.

(b) Find an example of a two-person game in normal form game with a pure Nash equilibrium
that is not iterated dominance equilibrium.

Exercise 4. Use iterated elimination of strictly dominated strategies (introduced in Ezercise|3) to
find the unique Nash equilibrium in the following normal-form game of 2 players (see Table|5) by
first reducing the game to a 2 X 2 game.

C1 C2 C3 C4
| (5,2) [ (22,4) | (4,9 | (7,6)
ro | (16,4) | (18,5) | (1,10) | (10, 2)
(16, 9)
(23, 9)

ry | (15, 12) (18, 10) | (11, 3)
ra | (9, 15) (11, 5) | (5, 13)

Table 3: A game from Exercise
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