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- Today, we describe strategies for such games and how to compute Nash equilibria.
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Example

## Example

- An example of an imperfect-information game in extensive form (part (a)) and its normal-form (part (b)).

(b)

|  | $(\ell)$ | $(r)$ |
| :--- | :---: | :---: |
| $(L, S)$ | $(2,2)$ | $(5,6)$ |
| $(L, T)$ | $(0,3)$ | $(6,1)$ |
| $(R, S)$ | $(3,3)$ | $(3,3)$ |
| $(R, T)$ | $(3,3)$ | $(3,3)$ |
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$$
(-1,-1) \quad(-3,0) \quad(0,-3) \quad(-2,-2)
$$

- Every normal-form game can be expressed as an imperfect-information extensive game.
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- An example of a perfect-information game in extensive form (part (a)) and its normal-form (part (b)).

(b)

|  | $(C, E)$ | $(C, F)$ | $(D, E)$ | $(D, F)$ |
| :---: | :---: | :---: | :---: | :---: |
| $(A, G)$ | $(3,8)$ | $(3,8)$ | $(8,3)$ | $(8,3)$ |
| $(A, H)$ | $(3,8)$ | $(3,8)$ | $(8,3)$ | $(8,3)$ |
| $(B, G)$ | $(5,5)$ | $(2,10)$ | $(5,5)$ | $(2,10)$ |
| $(B, H)$ | $(5,5)$ | $(1,0)$ | $(5,5)$ | $(1,0)$ |
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- A strategy of player 1 that selects $A$ with probability $\frac{1}{2}$ and $G$ with probability $\frac{1}{3}$ is a behavioral strategy.
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(b)

|  | $(C, E)$ | $(C, F)$ | $(D, E)$ | $(D, F)$ |
| :---: | :---: | :---: | :---: | :---: |
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- A strategy of player 1 that selects $A$ with probability $\frac{1}{2}$ and $G$ with probability $\frac{1}{3}$ is a behavioral strategy.
- The mixed strategy $\left(\frac{3}{5}(A, G), \frac{2}{5}(B, H)\right)$ is not a behavioral strategy for 1 as the choices made by him at the two nodes are not independent.
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- In a game of perfect recall, any mixed strategy of a given player can be replaced by an equivalent behavioral strategy, and any behavioral strategy can be replaced by an equivalent mixed strategy.
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Figure: Harold William Kuhn (1925-2014).
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## Example: sequence form constraints

- An example of an imperfect-information game in extensive form (part (a)) and linear constraints in its sequence form (part (b)).

(b)
$E=\left(\begin{array}{ccccc}1 & & & & \\ -1 & 1 & 1 & & \\ & -1 & & 1 & 1\end{array}\right), \quad e=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)$,

$$
F=\left(\begin{array}{ccc}
1 & & \\
-1 & 1 & 1
\end{array}\right), \quad f=\binom{1}{0} .
$$
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## Example: sequence form payoff matrices

- An example of an imperfect-information game in extensive form (part (a)) and its sequence form payoff matrices (part (b)).

(b)

$$
\begin{aligned}
& A=\left(\begin{array}{ccc}
\emptyset & \ell & r \\
& & \\
& & \\
3 & & \\
& & \\
& 2 & 5 \\
& 0 & 6
\end{array}\right) \quad L \begin{array}{l}
L \\
\\
\end{array} \\
& B=\left(\begin{array}{ccc}
\emptyset & \ell & r \\
\\
& & \\
3 & & \\
3 & & \\
& 2 & 6 \\
& 3 & 1
\end{array}\right) \quad \begin{array}{l}
L S \\
\\
\\
\end{array}
\end{aligned}
$$

- More about games in extensive form + implementation of the algorithms is taught in a new lecture by Martin Schmid.
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## Thank you for your attention.

