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min-*

e Our goal is to minimize the external regret R} =L} — L

e We now restrict ourselves to losses from {0, 1}.
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Source: No regret algorithms in games (Georgios Piliouras)
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The Randomized greedy algorithm

Algorithm 0.2: RANDOMIZED GREEDY ALGORITHM(X, T)

Input : A set of actions X = {1,..., N} and a number of steps T.
Output : A probability distribution p* for every t € {1,..., T}.
plk(l/N7"'71/N)7

fort=2,.... T
Ly < minjex{Li '},
do ¢ St {ieX: LIt =LY,

pf <+ 1/|St71 for every i € S*7! and pf < 0 otherwise.
Output {p*: t € {1,..., T}}.




The Randomized greedy algorithm

Algorithm 0.3: RANDOMIZED GREEDY ALGORITHM(X, T)

Input : A set of actions X = {1,..., N} and a number of steps T.
Output : A probability distribution p* for every t € {1,..., T}.
pt <+ (1/N,...,1/N),
fort=2,.... T
Linin <= minjex{L;7'},
do ¢ St {ieX: LIt =LY,
pf <+ 1/|St71 for every i € S*7! and pf < 0 otherwise.

Output {p*: t € {1,..., T}}.

Proposition 2.48

For any sequence of {0, 1}-valued loss vectors, we have

Lic <(L+InN)-LT. +1InN.
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Thank you for your attention.



