Repetition.
Compact space: every (xn)p in (X, d)
has a convergent subsequence.

From previous semester: {(a, b) is com-
pact, hence the term “compact interval”

A closed subspace of a compact space
1s compact.
Bounded X. Products.

A subspace of E;, is compact iff
it is closed and bounded.

The image of a compact subset under
a continuous map 1s compact.

Corollary. A continuous real function
on a compact space attains a mari-
mum and a minimum.

(a compact M C R has the largest and
least elements: it is bounded and closed)
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A compact subset of an arbitrary
metric space 1s closed.

Corollary. If X s compact and
f: X =Y continuous, then for every
A C X the image f|A] is closed inY .

What is peculiar, discuss.

Cauchy sequences. Convergent sequen-
ces are Cauchy.

Complete space. R is complete.

A product of complete spaces is
complete. £, is complete.

A subspace of E,, is complete iff it is
closed.

Every compact space is complete.



Implicit Functions Theorems.

The Task: Given continuous real functi-

ons Fi(x1, ... TmyYls---,Yn) i =1,...,n

of m 4+ n variables. Does the system of
equations

Fl(xlw")xmayla"'ayn) :Oa
Fn(xla”'axmayla"'ayn) =0
determine in some sense functions
fiEyi(mlw"axm)a L= 17"'7”7

how, where, and what are their proper-
ties?

[llustrate the problems on F(x,y) =
z? 4+ y* — 1, that is, on the equation

* 4yt =1
(MAbpic 1)
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A few observations:

— for some xq like the g < —1 in
the square to the left, there is no solu-
tion of F(xzg,y) = 0, not to speak of
y(x) in the vicinity;

—even if a solution in the neighbor-
hood of an x( exists, we cannot correctly
think of a function in this neighborhood
of 5. What one needs is a “window”
around a solution (z(, yo) delimiting not
only a neighorhood of zp but also a
neighborhood of g;

—and there is also the case like that
of the g = 1 where there are plenty ot
solutions in the vicinity, but no window
allowing for unique y’s, even one-sided.



[n the case of a function F'(x,y) this
is all that can happen. We have

Theorem. Let F'(x,y) be a real function
defined in a nbhood of (xq,yo). Let
F' have continuous partial derivatives
up to the order k > 1 and let

OF
(0, Y0) 40
dy
Then there are 0 > 0, A >0 s. t. for
each x € (xg — 01,29 + 01), there is

precisely one y € (yo — A1, yo + A1)
S. L.

F(zg,y0) =0 and |

F(x,y) =0.
Furthermore, if we write y = f(x) for
this unique y, then this
f:(xg—0,x0+9) — R has continuous
derivatives up to the order k.
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Let, say,

OF
(0, %0) -0
dy
%—Z are continuous, A(d) = {x||r —

zo| < 0} is closed and bounded, hence
compact and there area > 0, K, 01 > 0
and A > 0 such that for all (z,y) €
(w0 — 01, To+01) X (Yo — A, yo+ A) we
have

OF (x,y) S

< K.
oy

(*)

OF (z,y)
ox

aand|



The function f: Fix an x € U(dy) =
(xg — 61, x¢ + 01) and define a function

iny,y € (yo— Ay +A4) by

pz(y) = F(x,y).

Then ¢.(y) = %ﬁ’y) > 0 and hence

all pr(y) are increasing in y, and

Pro(Yo — A) < pue(10) = 0 < @y (o + A).
F'is continuous, and hence there is a 0,

0 < 0 < 01, such that
Ve € U(0), waz(yo—A) <0 < z(yot+A).

@y 1s increasing and hence one-to-one.

Thus there is precisely one y € (yg5 —

A, yg + A) such that ¢ (y) = 0 — that

is, F(x,y) = 0. Denote this y by f(x).
(MAbpic 2)



PrOperties of fI (Note that so far we do not
know even whether f is continuous.)

By Lagrange theorem
0=F(t+h, flt+h)) —F(t, ft) =
= F(t+h, f(t)+ (ft+h) — f(t)) —
_OF(t+0h, f(t) +0(f(t+ 1) — f(t))
Oz

F(t, f(t) =
)y

L OF(t+0h, f(t) +89(f<t +h) = f(t )))(f(t +h) = f(t))
Y
hence
OF(t + 6h, f(t) +0(f(t +h) — f(1)))
B Ox
f{t+h)—=f(t) = —h- OF(t+O0hf(t)+0(f(t+h)— f(t)))
dy

(*)

for some 6 between 0 and 1.Thus,

£+ 1)~ @) < [B] - [

Hence f is continuous, and from (x) further

OF'(t, f(t))
R (BT
h—0 h OF(t, f(t))

dy



We have, hence,

OF(t, f(1))
/ Ox
(¥ I0)
dy
and from this formula we can now take
derivatives of higher order as long as the
existence of derivatives of the partial de-
rivatives on the right hand side allow.

Note. Hence we can take derivatives
of f as long as we can take partial de-
rivatives of F'. But beware: there have
to be at least the first derivatives (note
the £ > 1 in the formulation of The-

orem). The %—5 was needed already for

the existence of f.



There was just one variable in f (m =
1 in the problem setting just to avoid
complicated notation). The same reaso-
ning yields

Theorem. Let F(x,y) be a function of m + 1 va-
riables defined in a neighbourhood of a point (x°,1;).

Let F' have continuous partial derivatives up to the
order k > 1 and let

(9F(x0, y0>
dy
Then there exist 0 > 0 and A > 0 such that for every

x with ||x — x°|| < § there exists precisely one y with
ly — yo| < A such that

F(x",9) =0 and | # 0.

F(x,y) = 0.

Furthermore, if we write y = f(x) for this unique
solution y, then the function

fo@) =02 +6)x--x(a¥ —6,22 +6) = R

has continuous partial deriwatives up to the order k.
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Two equations

Consider a pair of equations

Fi(x,y1,y2) =0,
Fy(x,y1,y2) =0

and try to find a solution y; = f;(x),

v = 1,2, in a neighborhood of a point
(xY, y?, yg) Apply the Theorem about
one equation. Think of the second equation
as an equation for yo; in a neighborhood

of (xV, y?, yg) we obtain 9 as a function
(X, y1). Substituting this into the first
equation to obtain

G(x,y1) = F1(X, 41, ¥ (x,41));

and a solution y; = f1(x) in a neighbor-
hood of (x, y?) can be substituted into

1h to obtain yo = fo(x) = ¥(x, fi(x)).
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What we have assumed:
— continuous partial derivatives of Fj.
— Then, to obtain 9 we needed to have

S 20
— Finally, we need (use the Chain Rule)
0G OF N OF; O
0y dy1  Oyp 0y

—(x, 2") = # 0.
(%)
Use the formula we already have
W _ (@) ok
oy \ow/) Oy
and transform (#x) to
(@) - (5’F1 OF, OF aFQ) Iy
0ys Oy1 Oy Oy2 Oy |
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that is,

OF0Fy OF|0F,

Oy1 Jya  Oy2 Oy
This is a familiar formula, namely that
for a determinant. Thus we have in fact
assumed that

OF, OF

oy, 0
yiooy2 | (8F> 40
0F> O0F) ay] ]

Oy1” Oyo

(And this condition suffices: if we assume that this deter-
minant is non-zero we have either

OF5
Y Y O
(9y2( y1 yz) #

and/or
OF:
9y S0y u8) # 0,
Y1

so if the latter holds, we can start by solving Fb(X, y1, y2) =
0 for y; instead of y,.)
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Details.
Text: Chapter XV, Sections 1,2 and 3
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