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Abstract

By considering a family of orthogonal polynomials generalizing the Tchebycheff polynomials
of the second kind we refine the corresponding results of De Sainte-Catherine and Viennot on
Tchebycheff polynomials of the second kind (Lecture Notes in Mathematics, vol. 1171, 1985,
Springer-Verlag, 120). © 2003 Elsevier Science Ltd. All rights reserved.

1. Introduction

There are a number of integrals of products of classical orthogonal polynomials with
respect to their weight functions that have a regular sign pattern (see, e.g. the classical
papers by Askey [1, 2]). One way of proving the positivity of those integral expressions—
a way that has been very fruitful in the past (see, e.g. [2, 4–9, 11] and the references
cited there)—is to construct an adapted combinatorial structure and express the integral
as a generating function for that structure. Then proving the positivity of that sign pattern
boils down to deriving some specific geometric properties for those structures. Thus, a true
analytic result appears as a corollary of a combinatorial property.

The calculation of those integrals can also be viewed as an evaluation of a formal
linear functional applied to its associated orthogonal polynomials. Note that when the
weight function is unknown the positivity of the evaluation is somehow unexpected. In
this paper we want to illustrate this by making a study of “integrals” of products of
general Tchebycheff polynomials Un(x,a), which are defined by the following three-term
recurrence relation:

Un+1(x,a) = xUn(x,a)− λnUn−1(x,a), U0(x,a) = 1, U1(x,a) = x, (1)
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whereλ2k = a, λ2k+1 = 1. HenceUn(2x,1) is the Tchebycheff polynomial of the
second kindUn(x) (see [3]). Vauchassade de Chaumont and Viennot [13] have shown
how these generalized Tchebycheff polynomials with one parametera arose naturally from
some enumerative problems in molecular biology [13]. It is also known [13, 14] that the
polynomialsUn(x,a) are orthogonal with respect to the linear functionalϕ : R(a)[x] →
R(a) defined byϕ(x2n+1) = 0 and

ϕ(x2n) = 1

n

n−1∑
i=0

(
n
i

) (
n

i + 1

)
ai . (2)

In addition, we can readily derive from (1) the following generating function:

∑
n≥0

Un(x,a)w
n = 1 + xw + aw2

(1 +w2)(1 + aw2)− x2w2 . (3)

The aim of this paper is to give a combinatorial interpretation for the following evaluation
of ϕ at a product of generalized Tchebycheff polynomialsUn(x,a):

I((n1, . . . ,nk); a) = ϕ(Un1(x,a) · · ·Unk(x,a)). (4)

In particular, our interpretation will imply thatI((n1, . . . ,nk); a) is a polynomial ofa
with nonnegative integralcoefficients and generalize a result of De Sainte-Catherine and
Viennot on Tchebycheff polynomials of the second kind [5].

We start with some definitions and notations. Alattice pathof lengthn is a sequence
γ = (p0, p1, . . . , pn) of pointspi = (xi , yi ) in N × N, with stepssi = (pi−1, pi ) of type
up (yi = yi−1 + 1, xi = xi−1 + 1) or down(yi = yi−1 − 1, xi = xi−1 + 1). The path is
called a Dyck path ifp0 = (0,0) and pn = (n,0). We can identify the path with its step
sequence(s1, s2, . . . , sn), or its step-type sequence(t (s1), . . . , t (sn)) with starting point
p0 and ending pointpn, wheret (si ) is u, if si is up;d, if it is down. We callxi (resp.yi )
theposition(resp.height) of pi . The pointpi is called arise (resp.fall) if si is up (resp.
down); pi is called apeak(resp.valley) if si is up (resp. down) andsi+1 is down (resp. up).

Let n = (n1, . . . ,nk) be a composition of the positive integern. Let [n] denote the set
{1,2, . . . ,n} and for j = 1, . . . , k, let Sj ⊂ [n] denote the segment

Sj = {i : n1 + · · · + nj −1 + 1 ≤ i ≤ n1 + · · · + nj −1 + nj }.
So [n] = S1 ∪ S2 ∪ · · · ∪ Sk. Theparity (resp.position-parity) of Sj is defined to be that
of nj (resp.n1 + · · · + nj −1), for 1 ≤ j ≤ k, assuming thatn0 = 0. Thelocal parity of i
in Sj is defined to be that ofi − n1 − · · · − nj −1. Let DSV(n) be the set of Dyck paths of
lengthn such that all the peak-positions belong to{n1,n1 + n2, . . . ,n1 + · · · + nk−1}.

Given a pathγ in DSV(n), a valleypi = (i , yi ) of γ is said to bespecial, if yi is even
and i belongs to an even segment of odd position-parity; letEHR(γ ) (resp.SVAL(γ )) be
the number ofeven-height rises(special valleys) of γ . The following is our main result.

Theorem 1. For any compositionn = (n1, . . . ,nk) of the positive integer n, we have

I(n; a) =
∑

γ∈DSV(n)

aEHR(γ )+SVAL(γ ). (5)
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Fig. 1. The Dyck paths of DSV(2,3,2,3).

Some remarks are in order. As we will show later, the weight function in the statement
of the above theorem is different, but inspired, from that of the corresponding moments.

If a = 1, it can be shown [5] that (4) can be written as

I(n; 1) = 2

π

∫ 1

−1
Un1(x) · · ·Unk(x)

√
1 − x2dx,

soTheorem 1reduces to a result of De Sainte-Catherine and Viennot [5].
The set DSV(n) itself may change ifn is rearranged. Moreover, inn, if all the even

integers are to the left of odd ones, as in(2,2,3,3), then there is no even segment of odd
position-parity and so no path in DSV(n) will have any special valleys.

Example. The set DSV(2,3,2,3) is shown inFig. 1, where even up-steps and special
valleys are each weighted bya. Note thatS1 = {1,2}, S2 = {3,4,5}, S3 = {6,7}, S4 =
{8,9,10}; and only S3 is an even segment of odd position-parity.Theorem 1reads
I(n; a) = 2a2 + a3 for any rearrangementn of (2,3,2,3).

If k = 2 andn = (m,n), then to form a Dyck path in DSV(m,n) we must havem = n
and the path should start withn up-steps and end withn down-steps, which imply the
orthogonality.

Corollary 1. For any positive integers m,n we have

ϕ(Um(x,a)Un(x,a)) = a�n/2�δmn. (6)

For any propositionA we define the characteristic functionχ(A) to be 1, if A is true; 0, if
false. The following is the linearization formula forUn(x,a).

Corollary 2. For any positive integers m and n,

Um(x,a)Un(x,a) =
min(m,n)∑

k=0

a�k/2�+χ(mn≡0 mod 2)χ(k≡1 mod 2)Um+n−2k(x,a). (7)

Proof. SinceUn(x,a) is a polynomial inx of degreen, we have the expansion

Um(x,a)Un(x,a) =
m+n∑
l=0

c(m,n, l )Ul (x,a),

wherec(m,n, l ) ∈ R(a). From the orthogonality (6) we derive

c(m,n, l ) = a−�l/2�ϕ(Um(x,a)Un(x,a)Ul (x,a)).



502 D. Kim, J. Zeng / European Journal of Combinatorics 24 (2003) 499–509

By Theorem 1, ϕ(Um(x,a)Un(x,a)Ul (x,a)) = 0 if m + n + l is odd or l > m + n.
Supposem + n + l is even and setl = m + n − 2k with k ≥ 0, then
ϕ(Um(x,a)Un(x,a)Ul (x,a)) is the generating function of Dyck paths of length 2(m +
n − k) whose peak-positions are contained in{m,m + n}. Therefore,

c(m,n, l ) =
{

a�(l+k)/2�−�l/2�, if m or n is odd, ork is even,
a�(l+k+1)/2�−�l/2�, if m andn are even, andk is odd,

=



ak/2, if k is even,
a�k/2�, if m,n, k are odd,
a(k+1)/2, otherwise.

Combining the above cases, we obtain (7). �

There are several ingredients in our derivation of the combinatorial interpretation for
I (n; a). First, as in [5], we obtain a preliminary combinatorial interpretation ofI(n; a)
with signed weight functionby interpretingUn(x,a) asweighted matching polynomialsof
the segment graph on[n] and the momentsϕ(xn) as generating functions ofnoncrossing
perfect matchingsof the complete graph on[n]. This will be done in the next section.
The difficult part is to construct aweight-preserving sign-reversing involutionor wpsr
involution on the underlying set. InSection 3we describe an involutionψ on the set of
weighted paths with fixed starting and ending points, then inSection 4, we apply this
involutionψ to prove our main theorem.

2. Matching polynomials and Dyck path complexes

A graph on a finite setS is an ordered pairG = (S, E) whereE is a set of some pairs
{s, t} of elements ofS. An element ofS is called a vertex ofG and that ofE an edge of
G. A matchingµ of the graphG is a subset of edges such that no two edges ofµ have a
common vertex. Given a matchingµ of G, a vertex ofG is said to beisolatedif it does not
belong to any edge ofµ. A perfect matching is a matching without isolated vertices. The
complete graph onS is the graphKS = (S, E), whereE is the set of all possible edges
{s, t} with s �= t . The segment graph on[n] is the graph Segn = ([n], E), whereE is the
set of all edges{i , i + 1} for 1 ≤ i ≤ n − 1. We put weight on the matchings of Segn: each
isolated point is weightedx and each edge{i , i + 1} is weighted−1, if i is odd;−a, if i is
even. According to Viennot’s theory [14], it is easy to derive from (1) that the polynomial
Un(x,a) is the generating function of all matchings of Segn, i.e. the weighted matching
polynomial of Segn:

Un(x,a) =
∑

µ∈M(Segn)

(−1)|µ|aEIND(µ) xn−2|µ|, (8)

where|µ| is the number of edges ofµ (thusn−2|µ| is the number of isolated vertices ofµ)
andEIND(µ) the number of edges{i , i +1} with i even. It is possible to give a combinatorial
proof of (3) by using the above combinatorial interpretation (8) for Un(x,a).

Consider the complete graphKn on [n]. A matchingµ of Kn is noncrossing iff it has
no crossing pairs, i.e. there are no edges{i , j } and{i ′, j ′} of µ satisfyingi < i ′ < j < j ′.
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Let µ be a noncrossing perfect matching ofKn. Theheightof an edge{s, t}, s < t , in µ
is the number of edges{i , j } in µ such thati ≤ s and j ≥ t . It is known [10, 12] that the
number of noncrossing perfect matchings ofK2n with i even-height edges is aNarayana
number, 1

n

(n
i

)( n
i+1

)
. Let EHE(µ) denote the number of edges of even height inµ. It follows

from (2) that

ϕn(x
n) =

∑
µ∈M∗

n

aEHE(µ), (9)

whereM∗
n is the set of noncrossing perfect matchings ofKn.

Definition 1. Let n = (n1, . . . ,nk) be a composition ofn. An edge{s, t} of Kn is called
homogeneous(resp.consecutive) if both s andt belong to the same segmentSj for some
j (resp.|s − t| = 1). We define amatching complexof typen to be a noncrossing perfect
weighted matchingµ of Kn satisfying the following:

1. There are two kinds of edges: red and blue. Blue edges are consecutive and
homogeneous.

2. Each red edge is weighted 1, if it is of odd height;a, if of even height. Each blue
edge{i , i + 1} is weighted−1, if i is of odd local parity;−a, if of even local parity.

An edge is said to be ana-edge, if its weight isa or −a; 1-edge, if its weight is 1 or−1.
Given a matching complexµ, let EINDB(µ) denote the number of bluea-edges{i , i + 1}
in µ, and letEHRE(µ) denote the number of reda-edges.

Let MC(n) be the set of matching complexes of typen. Interpreting blue edges as
matchings from the polynomials, and red edges as matchings from the moments, it follows
from (4), (8) and (9) that

I(n; a) =
∑

µ∈MC(n)
(−1)b(µ)aEINDB(µ)+EHRE(µ), (10)

whereb(µ) denotes the number of blue edges.
Although it is possible to describe our proof of the main theorem within the model of

matching complexes, it seems more convenient to switch to the model of Dyck paths as it
will be clear in the next section.

It is well known that the noncrossing perfect matchings ofKn are in one-to-one
correspondence with Dyck paths of lengthn. Indeed, given a noncrossing perfect matching
µ of Kn, we can define the step-type sequence type(µ) = t1 · · · tn of a Dyck path by setting
ti = u, if i is the smaller vertex of an edge inµ; ti = d, otherwise. Obviously the mapping
type is a bijection [10]. Thus, using this bijection and suitably weighting path steps we can
switch from a matching complex to aDyck path complex, which is defined in the following.

Definition 2. Let n = (n1, . . . ,nk) be a composition ofn. A path complexof typen is a
pairπ = (γ,w) such thatγ is a path with point sequence(p0, p1, . . . , pn), pi = (xi , yi ),
andw = (w1, . . . , wn) is the sequence of weights of stepssi = (pi−1, pi ) satisfying:

• If pi is not a peak, thenwi = a if si is up andyi is even; 1 ifsi is down oryi is odd.
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Fig. 2. Paths inH(6; 2,4) andH(6; 1,3) with step-type sequence(u,d,u,u,d,u).

• If pi is a peak, thenwi = 1 or −1 if yi is odd andi is of odd local parity; 1 or−a
if yi is odd andi is of even local parity;a or −1 if yi is even andi is of odd local
parity;a or −a if yi is even andi is of even local parity.

If γ is a Dyck path, the corresponding path complex is called a Dyck path complex. A peak
(resp. valley)pi of γ is said to behomogeneousif i , i + 1 belong to the sameSj for some
j ∈ [k]. The weight ofpi is the product ofwi andwi+1. Furthermorepi is called positive
(resp. negative), if its weight is positive (resp. negative).

LetDC(n) be the set of all Dyck path complexes of typen whose negative peaks are all
homogeneous. Forπ ∈ DC(n), let EPNP(π) (resp.NP(π)) be the number oflocally-even
position negative peaks(resp.negative peaks) of π and letEHPR(π) be the number ofeven
height positive risesof π .

Now we can restate (10) as follows:

I (n; a) =
∑

π∈DC(n)
(−1)NP(π)aEPNP(π)+EHPR(π). (11)

Comparing (11) with (5), we need to find a wpsr involution onDC(n) whose fixed points
are in one-to-one correspondence with paths in DSV(n).

3. Fundamental involution

If the compositionn reduces to(n) a path complex of typen is simply called a weighted
path of lengthn. Note that the peaks of any weighted path are homogeneous. LetH(n; k, l )
be the set of weighted paths of lengthn whose underlying paths go from(0, k) to (n, l ).
Clearly one should require thatn ≥ |k − l | andn ≡ k + l mod 2 in order to have at least
one such path inH(n; k, l ).

Example. All weighted paths inH(6; 2,4) andH(6; 1,3) whose underlying paths have
step-type sequence(u,d,u,u,d,u) are shown inFig. 2, where weight 1 of each down-step
is omitted.

Since a lattice path is determined by its step-type sequence when the starting and
ending points are fixed, we can encode any weighted pathπ ∈ H(n; k, l ) by a biword
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Fig. 3. PatternsV+, V−, L+, N−, N+ andL− (� is the starting point).

π =
(

t1 · · · tn
w1 · · · wn

)
, where(t1, . . . , tn) is the step-type sequence and(w1, . . . , wn) the

weight sequence. We say that a biwordτ is a patternof π if it is a subword ofπ , i.e.
π = ατβ for some biwordsα andβ, where the composition of words is concatenation.

In order to describe our involution we shall need the following patterns:

V+ =
(

d u
1 1

)
, L+ =

(
d d u
1 1 +

)
, N+ =

(
u d u
+ 1 +

)
,

V− =
(

u d
−1 1

)
, N− =

(
d u d
1 − 1

)
, L− =

(
u u d
+ − 1

)
,

where ‘+’ means 1 ora and ‘−’ means−1 or −a, moreover, we require that the negative
peak in the patternN− is of height at least 1. The patterns are illustrated inFig. 3.

Definition 3. Define H∗(n; k, l ) to be the set of all weighted pathsπ ∈ H(n; k, l )
satisfying one of the following conditions:

(i) π starts with(n−k+ l )/2 positive up-steps and ends with(n+k− l )/2 down-steps.
(ii) π hass, s> 0, negative valleys of height 0, saypr1, pr2, . . . , prs with r1 < r2 · · · <

rs; it starts with(r1−k)/2 positive up-steps and is followed by(r1+k)/2 down-steps;
for eachi , 1 ≤ i ≤ s − 1, the portion ofπ from pri to pri+1 is one negative peak
followed by(r i+1 −r i −2)/2 positive up-steps and(r i+1 −r i −2)/2 down-steps; the
portion ofπ after prs is one negative peak followed by(n − rs − 2 + l )/2 positive
up-steps and(n − rs − 2 − l )/2 down-steps.

Example. Two weighted paths of type (ii) inH∗(29; 3,2) are illustrated inFig. 4, where
π1 andπ2 coincide starting from the eighth step. Note thatπ1 has four negative valleys
of height 0 with abscissas 9, 11, 19, 25 respectively, whileπ2 has one more such valley,
(3,0).

The following lemma gives a characterization of the setH̃∗(n; k, l ) = H(n;
k, l )\H∗(n; k, l ).

Lemma 1. Assume that k is odd. Thenπ ∈ H̃∗(n; k, l ) if and only if it contains one of the
patterns V+,V−, N+, N−, L+ and L−.

Proof. The condition is clearly sufficient. It remains to show the ‘only if’ part.
Note that ifpi , i > 1, is a negative peak of height 1 thenpi−1 must be a negative valley

of height 0, and ifpi , i < n − 1, is a negative valley of height 0 thenpi+1 must be a
negative peak of height 1.

Let π be a path inH̃∗(n; k, l ), then it must contain one of the following patterns: (1) a
negative peak of height greater than 1, (2) a valley of height greater than 0, (3) a positive
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Fig. 4. Two pathsπ1 andπ2 in H∗(29; 3,2).

valley of height 0 preceded by two positive steps. Now, in case (1), it has a portion of type
V−, N− or L−; in case (2),π has a valleypi of height greater than 0, which entails the
following four cases:

(i) if π has a positive valleyp1, then it has a portion of typeV+;
(ii) if pi is negative, then it has a negative peakpi+1 of height greater than 1;
(iii) if i > 1 andpi is positive andwi−1 is positive, then it has a portion of typeN+ or

L+;
(iv) if i > 1 andpi is positive andwi−1 is negative, then it has a negative peakpi−1 of

height greater than 1;

in case (3), it has a patternN+ or L+. �

The following result is crucial for the proof of our main theorem.

Proposition 1. Suppose that n≥ |k − l | and n ≡ k + l (mod 2). Then there is a weight-
preserving sign-reversing involutionψ onH(n; k, l ) which has no fixed point, if n> k+ l;
exactly one fixed point, if n≤ k + l. In the latter case, if k is even the unique path starts
with (n+ k− l )/2 down-steps and ends with(n− k + l )/2 up-steps; if k is even the unique
path starts with(n − k + l )/2 up-steps and ends with(n + k − l )/2 down-steps.

Proof. We construct a wpsr involutionψ onH(n; k, l ) as follows: letπ ∈ H(n; k, l ).

1. If k is even, we distinguish two cases.

• π contains a peak: Letpi be the leftmost one, we defineψ(π) by changing the
i th weight ofπ to its opposite (this is possible becausei andyi have the same
parity whenk is even).

• π contains no peak: Thenπ must start with(n + k − l )/2 down-steps and end
with (n − k + l )/2 up-steps, clearlyn ≤ k + l . Defineψ(π) = π .

2. If k is odd, we distinguish three cases.

• π ∈ H̃∗(n; k, l ): If π = V+β or V−β then setψ(π) =
(

t2 t1
−w1 w2

)
β; else

if π contains a patternτ = L+, N+, L− or N− then find the leftmost such a

portion, i.e. find the smallesti such thatπ = α

(
ti ti+1 ti+2
wi wi+1 wi+2

)
β = ατβ
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and defineψ(π) = α

(
ti ti+2 ti+1
wi −wi+1 wi+2

)
β. Clearlyψ has no fixed points in

this case.

• π ∈ H∗(n; k, l ) with n > k + l : Thenπ is one of the following forms:

U =
(

u
a

)
α

(
d
1

)k (
d
1

)
β, D =

(
d
1

)k (
u

−a

) (
d
1

)
α′β ′,

whereα andα′ are either empty or a sequence of positive up-steps; andβ andβ ′
are either empty or start with a down-step. In either case, defineψo(π) to be the
path of the other form withα = α′ andβ = β ′. Clearlyψ has no fixed points in
this case.

• π ∈ H∗(n; k, l ) with n ≤ k + l : Clearly,π is the unique path of type (i) in the
definition ofH∗(n; k, l ) because a path of type (ii) must have a length greater
thank + l . Defineψ(π) = π .

Summarizing all the above yields the proposition.�

Example. The involutionψ onH∗(29; 3,2) is illustrated inFig. 4, whereψ : π1 �→ π2.

By computing the number ofeven up-stepsof the weighted path fixed byψ, we derive
from the above proposition that the generating function ofH(n; k, l ) is 0 if n > k + l ,
a�(n−k+l)/4� if n ≤ k + l with k even andl odd,a�(n−k+l)/4� otherwise.

4. Proof of the main theorem

For any sequencem = (m0,m1, . . . ,mk) of nonnegative integers withm0 = mk = 0,
let DC(n; m) denote the set of all Dyck path complexes inDC(n) whose underlying Dyck
paths have the ordinatemi at abscissan1 + · · · + ni for i = 1,2, . . . , k. Similarly we can
define the subset DSV(n; m) of DSV(n). Thus we have the following decompositions:

DC(n) =
⋃
m

DC(n; m), DSV(n) =
⋃
m

DSV(n; m).

We now define a wpsr involution onDC(n; m). Any Dyck path complexπ in
DC(n; m) will be identified with ak-tuple (π1, . . . , πk) of weighted paths, whereπi ∈
H(ni ; mi−1,mi ) is the restriction ofπ on the segmentSi for 1 ≤ i ≤ k.

Forπ = (π1, . . . , πk) in DC(n; m), if ψ(πi ) = πi for all i , setΨ (π) = π ; otherwise,
setΨ (π) = (π1, . . . , ψ(πi ), . . . , πk), wherei is the smallest integer such thatψ(πi ) �= πi .
ClearlyΨ is a wpsr involution onDC(n; m). According toProposition 1, there is a unique
fixed pointπ◦ in DC(n; m) if |mi−1 − mi | ≤ ni ≤ mi−1 + mi for all i ; no fixed point,
otherwise. Moreover, ifπ◦ = (π1, . . . , πk) with πi ∈ H(ni ; mi−1,mi ), then eachπi is
the path described byProposition 1, i.e. if mi−1 is even (resp. odd) thenπi starts with
(ni + mi−1 − mi )/2 down-steps (resp. up-steps) and ends with(ni − mi−1 + mi )/2
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Fig. 5. BijectionΦ : π �→ π∗ with (n; m) = ((3,4,3,4, 3,6,3, 2); (0,3, 5,2,4,3, 3,2,0)).

Fig. 6. InvolutionΨ on the path complexes ofDC(1,5) with weighta or −a.

up-steps (resp. down-steps). LetF(n; m) denote the fixed point set ofΨ . Clearly, we have
EHPR(π) = EHR(π) for all π ∈ F(n; m). It follows from (11) that

I (n; a) =
∑

m

∑
π∈F(n;m)

aEHR(π). (12)

Note that a path complex inF(n; m) has a homogeneous peak inSi if mi−1 is odd
and ni > |mi−1 − mi |, while no path in DSV(n; m) has any homogeneous peak. To
complete the proof, we construct a bijectionΦ : π �→ π∗ from F(n; m) to DSV(n; m) by
settingπ∗ = (π∗

1 , . . . , π
∗
k ), whereπ∗

i = πi , if mi−1 is even;π∗
i is the path starting with

(ni + mi−1 − mi )/2 down-steps and ending with(ni − mi−1 + mi )/2 up-steps, in other
words, the step-type sequence ofπ∗

i is the reverse of that ofπi , if mi−1 is odd. Clearly, the
resulting pathπ∗ is an element of DSV(n; m) and the map is a bijection.

Now we compare the weights ofπ andπ∗. For eachi , if π∗ has a special valley
in Si , i.e. bothmi−1 and (ni − mi−1 + mi )/2 are odd andni is even, thenπ∗

i has
one more even positive up-step thanπi ; otherwise,π∗

i has the same number of them as
πi . So if we weight each special valley witha, thenΦ becomes weight-preserving, i.e.
EHR(π) = EHR(π∗)+ SVAL(π∗). Our main theorem follows from (12).

Example. An example ofΦ : π �→ π∗ from F(n; m) to DSV(n; m) is illustrated inFig. 5
for n = (3,4,3,4,3,6,3,2) and m = (0,3,5,2,4,3,3,2,0), where the two special
valleys are circled. While the involutionΨ on the path complexes ofDC(1,5) with weight
a or −a is illustrated inFig. 6.
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Fig. 7. De Sainte-Catherine and Viennot’s involution withn = (1,5).

Remark. Whena = 1, De Sainte-Catherine and Viennot [5] have given a sign-reversing
involution onDC(n), which consists of changing the leftmost homogeneous negative peak
to a positive peak and vice versa. As shown inFig. 7, for a �= 1, their involution does
not preserve weights. While it is obvious from the algebraic expression (4) that I (n; a) is
symmetric by permutingni in n, this is not clear from our combinatorial interpretation, but
Guoniu Han (private communication) has recently constructed an involution on DSV(n)
exhibiting this symmetry.
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