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Notation.

o The formulas F' ~ A and F €y A means that F' is a uniformly random element of A.
o We use only uniform distribution, no other probability distributions are considered.

Definition (Perfect matching polytope): Py = conv{xy € R¥ | M C E is a perfect matching}
Plmonds {1 € RE | 2(8(v)) =1 Yo € Vi 2(8(U)) > 1 YU C V,|U| odd ;x> 0 Ve € E}.

Definition (Extension complexity): The extension complexity xc(P) of a polytope P is defined
as the minimal number of facets of a higher dimensional polytope (Q s.t. there is a linear projection w

satisfying m(Q) = P.
Theorem 1 (Rothvof): For all n € N, xc(Py) > 2™ in the complete n-node graph.
Fact: If P is a linear projection of a face of P’, then xc(P) < xc(P').

Corollary 2: Because Yannakakis described a linear projection of a face of Prsp of O(n)-node com-
plete graph onto Py of n-node complete graph, we have xc(Prgp) > 2% too.

Definition (Slack matrix): Let P = conv{zy,...,z,} = {z € R" | Az < b}, where A € R”>™. We
define the slack matriz S € ]RJ;E” as Si; = b; — Az, i.e. S is the slack of the j-th vertex in the
1-th inequality.

Definition (Non-negative rank): The non-negative rank rk,(S) of a matriz S is defined as
rky (S) = min{r | (3U € RL;)3EV € RY)(S = UV)}.

Theorem 3 (Yannakakis 91): Let P be a polytope with vertices {xy,...,z,}, P={r € R" | Az <
b}, let S be its slack matriz. Then

o xc(P) =1k, (9)

e Moreover, the minimal extended formulation of P can be obtained by factoring S = UV, where
U,V come from the definition of tk,, and writing P = {z € R" | (Jy > 0)(Az+ Uy =b)}
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Lemma 4 (Hyperplane separation lower bound): Let S € RSy be the slack matriz of a polytope
P and W € R"*" be any matriz. Then

xc(P) = Hgﬁfi where a = max{(W, R) | R € {0, 1}/*" rank 1-matriz}.
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Notation.

e Choose a parameter k > 3 odd, t = ’”TH(I{: —3) + 3 is an odd magic constant.
e My ={M C E | M is a perfect matching}

e Un={UCV | |Ul=t}

o Q) ={(UM) e Mu XUy | |6(U)NM| =1}, p; the uniform measure on Q,
e Rectangle R =U x M where U C Uy and M C My,

Lemma 6: For all k > 3 odd and for all rectangles R with p1(R) = 0 we have that pus(R) <
% pp(R) + 27" where § = §(k) > 0 is a constant.

Definition (Partition): A partition is a tuple T = (A = U:il A;,C,D,B = U:il B;) with V. =
AUCUDUB, |C|=|D|=k and |A;| =k — 3, |B;| = 2(k — 3) for every i € [m)].

Notation.

e E(T) =, , E(A) UE(CUD) U, E(B)

e M(T)={M e M| MC E(T)}

o Muy(T)={M € Mgy | M C E(T)}

o UT)={UclU |UCAUC with |UN A € {0,|A} Vi € [m]}

L{a”(T) = {U € U | U C AUC with |UﬂAz‘ S {0, |A1|} Vi € [m]}

° vaT(H) - PrMNMau(T)[M EM|HCM]

p/e\fl,T(H) = PrMNMau(T)[M eM | Mn 5(0) = H]

pur(c) = Procy,mU eU | ¢ C U], wherec CC

piir(c) = Procy,, U eU | CNU = ], where c € C
o piir(H) = pifr(V(H)NC) for a matching H C C' x D

Definition (M-good): Let T' be a partition and H a 3-matching in C' x D. Then (T, H) is called
M-good <= 0 < ﬁpM;p(H) < pmr(F) < (1+€)pmr(H) for every k-matching FF C E(C U D)
s.t. H C F. Otherwise, it is called M-bad.

Definition (U-good): Let T' be a partition and H a 3-matching in C x D. Then (T, H) is called
U-good = 0 < p-piir(H) < pifir(C) < (1 + €)piip(H). Otherwise, it is called U-bad.

Definition (Good): If (T, H) is both U-good and M-good, we call it just good.
Lemma 7: If (T, H) is M-good => y=pmr(H) < pfir(H) < (14 €)ppr(H).

Lemma 8: If T is a partition and F C C x D is a k-matching, then PI'HN(F)[(T7 H) is good) < 332
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Figure 1: Visualization of a partition T with all edges FE(T).
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Figure 2: Visualization of a partition T' together with one matching M € M(T) and one
cut U e U(T).



