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- There are (at least) two known approaches.
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## Theorem (Cabello et al., 2014)

Every simple polygon $P$ satisfies $b(P) \leq 12 c(P)\left(1+\log _{2} \frac{1}{c(P)}\right)$.

Conjecture (Cabello et al., 2014)
There is $\alpha>0$ so that for every simple polygon $P$ we have $\mathrm{b}(P) \leq \alpha \mathrm{c}(P)$.
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## The main result

## Theorem

Every set $S \subseteq \mathbb{R}^{2}$ with simply connected components satisfies $\mathrm{b}(S) \leq 180 \mathrm{c}(S)$.

- Gives a positive answer to the previous conjecture.
- Up to a constant this is the best possible.
- We cannot omit the assumption about simple connectivity:

- In fact, $S:=[0,1]^{2} \backslash \mathbb{Q}^{2}$ gives $\mathrm{c}(S)=0$ and $\mathrm{b}(S)=1$.
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- We introduce the following new parameter.
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- Note that $\mathrm{b}_{k}(S) \in[0,1]$ and $\mathrm{b}_{1}(S)=\mathrm{b}(S)$.
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## Theorem

For every $d \geq 2$, there is $\gamma=\gamma(d)>0$ such that for every $\varepsilon \in(0,1]$, there is a set $S \subseteq \mathbb{R}^{d}$ satisfying $\mathrm{c}(S) \leq \varepsilon$ and $\mathrm{b}_{d}(S) \geq \gamma \frac{\varepsilon}{\log _{2} 1 / \varepsilon}$, and in particular, we have $\mathrm{b}_{d}(S) \geq \gamma \frac{\mathrm{c}(S)}{\log _{2} 1 / \mathrm{c}(S)}$.
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## Thank you.

