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## Problem 1 (Brass, Moser, Pach, 2005)
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- Let $\mathcal{L}^{d}$ be the set of $d$-dimensional lattices and $\mathcal{K}^{d}$ be the set of $d$-dimensional compact convex bodies in $\mathbb{R}^{d}$ that are symmetric about 0 .
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- The successive minima are achieved and $0<\lambda_{1} \leq \cdots \leq \lambda_{d}$.
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- We consider Generalized problem 1 for general $k$.
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- In the plane, the Szemerédi-Trotter Theorem says that it is at most $O\left((m n)^{2 / 3}+m+n\right)$ for all $P$ and $\mathcal{H}$. Moreover, this is tight.
- For $d \geq 3$ it is trivially at most $m n$ and this is tight!
- To avoid this, we forbid $K_{r, r}$ for some fixed $r$ in the incidence graph.
- Then the maximum number of incidences is at most $O\left((m n)^{1-1 /(d+1)}+m+n\right)$ (Chazelle, 1993).
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## Theorem (Brass and Knauer, 2003)

For $d \geq 3, \varepsilon>0$ there is an $r$ such that for all $n$ and $m$ there is a set $P$ of $n$ points in $\mathbb{R}^{d}$ and a set $\mathcal{H}$ of $m$ hyperplanes in $\mathbb{R}^{d}$ with no $K_{r, r}$ in the incidence graph and with the number of incidences at least

$$
\begin{array}{lr}
\Omega\left((m n)^{1-2 /(d+3)-\varepsilon}\right) & \text { if } d \text { is odd and } d>3, \\
\Omega\left((m n)^{1-2(d+1) /(d+2)^{2}-\varepsilon}\right) & \text { if } d \text { is even, } \\
\Omega\left((m n)^{7 / 10}\right) & \text { if } d=3 .
\end{array}
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- For $d \geq 4$, we improve these bounds to

$$
\begin{array}{ll}
\Omega\left((m n)^{1-(2 d+3) /((d+2)(d+3))-\varepsilon}\right) & \text { if } d \text { is odd, } \\
\Omega\left((m n)^{1-\left(2 d^{2}+d-2\right) /\left((d+2)\left(d^{2}+2 d-2\right)\right)-\varepsilon}\right) & \text { if } d \text { is even. }
\end{array}
$$
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