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Abstract:

For an integeh > 1, anelementary h-route floig a flow alongh edge disjoint paths
between a source and a sink, each path carrying a unit of flow, and a single commodity
h-route flowis a non-negative linear combination of elementanpute flows. An instance
of asingle source multicommodity flow probldéon a graphG = (V, E) consists of a source
vertexs € V andk sinksty, ... tx € V corresponding t&k commaodities; we denote jt=
(st1,...,t%). In thesingle source multicommodity multiroute flow probjese are given
an instanceJ = (s;ty,...,t) and an integeh > 1, and the objective is to maximize the
total amount of flow that is transferred from the source to the sinks so that the capacity
constraints are obeyed and, moreover, the flow of each commodityhisaurte flow.

We study the relation between classical and multiroute single source flows on undi-
rected networks with uniform capacities and we provide a tight bound. In particular, we
prove the following result. Given an instante- (s;ts,...,t) such that eack—t; pair is
h-connected, the maximum classical flow betwsamd thetj’s is at most(2 — 2/h)-times
larger than the maximurh-route flow betweers and thetj’s and this is the best possible
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bound forh > 2. This, as we show, is in contrast to the situation of general multicom-
modity (i.e., multiple sources or non-uniform capacities) multiroute flows that are up to
k(1—1/h)-times smaller than their classical counterparts.

Furthermore, we introduce and investigdtglex flowslefined so that the capacity con-
straints on edges are applied independently for each direction. We show that for networks
with uniform capacities and for instances as above the maximum classical flow between
andt;’s is the same as the maximumroute duplex flow betweesandt;’s. Moreover, the
total flow on each edge in the duplex flow can be restricte@to 2/h)C, whereC is the
capacity of each edge.

As a corollary, we establish a max-flow min-cut theorem for the single source multi-
commodity multiroute flow and cut. Ah-disconnecting cufor J is a set of edge C E
such that for each the maximunh-route flow betwees andt; is zero. We show that the
maximumh-route flow is within 21— 2 of the minimumh-disconnecting cut, independently
of the number of commaodities; we also descrili@la— 2)-approximation algorithm for the
minimum h-disconnecting cut problem.

ACM Classification: G.2.2, F.2.2
AMS Classification: 68R10,05C38,68W25,90C27

Key words and phrases:Graphs, multi-route flow, paths, multicommodity flow, connectivity, approxi-
mation algorithms

1 Flows, Multiroute Flows and Cuts

A classical flow is (roughly) a non-negative linear combination of unit flows along pathg]cfdlas-
sical flow theory is not much interested in the number of the paths or in interactions among them. It is
plausible, for example, that there is an edge in the network that is used by every path of a given flow;
a failure of this single edge results in a loss of the entire flow. This property of the classical flow is
undesirable in some applications and motivated the definition of a multiroute flow. For a given integer
h > 1, themultiroute flow(or anh-route flow is a flow that is decomposable into a non-negative linear
combination of elementary-route flows where aelementary h-route flows a flow alongh edge dis-
joint paths between the source and the sink, each path carrying a unit oRfipuCJosely related to this
is the concept oh-balanced flows. A flow of siz&1 between two vertices is-balancedf the flow on
every edge is at mo#d /h. Clearly, everyh-route flow is arh-balanced flow; the opposite (less obvious)
claim is also true: Everir-balanced (acyclic) flow is an-route flow [L, 6, 21].

A necessary and sufficient condition for the existence df-esute flow between two vertices is that
the vertices ard-connected. A corollary of the equivalenceltefoute flows andc-balanced flows is
that on uniform capacity networks with dnconnected sourceand sinkt, every maximuns-t-flow
is anh-route flow. However, for multicommodity flows artdroute flows, this relation is no longer
valid. We investigate the relation between flows arwute flows for a special case of multicommodity
problems, namely for single source problems. An instance sihgle source multicommodity flow
problemfor a graphG = (V, E) consists of a source vertex V andk sinkst;, ..., tx € V corresponding
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to k commodities; we denote t= (s;ty,...,t). A (single-source) multicommodity flow is @rroute
flow if the flow corresponding to each commaodity istanoute flow.

We show that for undirected networks with uniform capacities and for instaheegs;ty, ..., t)
such thats andt; areh-connected, for each=1,...,k, the maximum classical flow betwesrandt;’'s
is at most 2- 2/h times larger than the maximuharoute flow betwees andt;’s; this bound is the best
possible foth > 2. In particular, forh = 2 the ratio is 1, implying that by imposing the requirement that
the flow be a 2-route flow, we do not lose anything with respect to the size of the flow. Moreover, if the
uniform capacity of the edges is integral, then there always exists a half-integrate flow of size at
least half of the maximum classical flow.

Furthermore, we introduce and investigdigplex flowslefined so that the capacity constraints on
edges are imposed independently for each direction, as if each undirected edge is replaced by two di-
rected edges in the opposite direction. To give an example, an edge with capacity 1 is able to carry a flow
of 1 in both direction simultaneously but it is not able to carry a flow of 1.5 in one direction even if the
other direction is not used. This is a natural model for network flows and as far as we know no specific
attention was given to it. For classical single commodity flow and single source multicommodity flow,
the sizes of the maximum non-duplex and duplex flows coincide since any classical flow can be modified
so that no edge is used in both directions. Rooute flows this simple transformation no longer works.
Nevertheless, we show that for networks withiformcapacities and for instancés- (s;ty, . ..,t) such
thats andt; areh-connected, for eadh=1,...,k, the maximum classical flow betwesandt;'s has the
same size as the maximumroute duplex flow betweesandt;’s. Moreover, the total flow on each edge
in the duplex flow can be restricted te-2/h. Thus, our bound for duplex flows implies the results for
non-duplex flows described in the previous paragraph (except for the half-integrality).

Our results for single source flows are in sharp contrast with the situation of general (i.e., multiple
sources or non-uniform capacities) multiroute multicommodity flows: we describe an example with
commodities where the maximum classical flovk{4 — 1/h)-times larger than the maximuhroute
flow.

The other subject of the paper is cuts feroute flows. For the classical flow, a cut is a subset of
edges whose removal disconnects the source and the sink (or every source-sink pair, in a case of the
multicommodity flow). Analogously, we define cuts teroute flows. A subsdt C E of edges is called
anh-disconnecting cubr an instance of the multicommaodity flow if no source-sink pal-sonnected
in (V,E\ F). Theh-disconnecting cuts correspond to integral solutions of a dual of a natural linear
programming formulation of the multiroute flow problem (see Preliminaries). We establish a max-flow
min-cut theorem for the single source multiroute flow and the minimum disconnecting cut problems on
networks with uniform capacities. In particular, we show that the max-flow for the problem is within
2h— 2 of the min-cut. As a corollary of this relation we get2n — 2)-approximation algorithm for the
h-disconnecting cut problem.

Preliminary version of this work was presented at the 18th ACM-SIAM Symposium on Discrete
Algorithms [9].

1.1 Related Results

Kishimoto and TakeuchiZ2] and later Aggarwal and Orlinl] studied single commodity multiroute
flows (cf. [6, 14, 15]). They provided the characterizationtefoute flows a$-balanced flows and also
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proved a duality of multiroute flows and multiroute cuts (for different cuts than those considered in this
paper). Multiroute flows and integral variants of multiroute flows have applications in communication
and routing problems (e.g4,[5, 20, 12] and references therein).

Another direction of research focuses on flows under the restriction that each commadity is allowed
to use only a limited number of paths: the edge disjoint paths problem and the unsplittable flow problem
allow one path per commodity[ 10, 11, 19, 23, 25, 27, 26, 34]; the h-splittable flow problem allows
at mosth, not necessarily disjoint, paths per commodity 24, 31, 30]; particular attention has been
given to single source unsplittable flow problem$8,[16, 25, 33]. Though there is a certain similarity
between thé-splittable flows and thk-route flows (in fact, they may even coincide for some instances),
there is also a substantial difference. Whereasibglittable flows may split, the-route flows have the
obligation to split.

Relations between flows and cuts have been studied for over half a century. M@Pgargerved
that the maximum number of edge disjoint paths between a pair of vertices is equal to the size of the mini-
mum subset of edges whose removal disconnects the pair. Ford and Fulkefigmoyed the celebrated
theorem about the duality of (single commaodity) flows and cuts in networks. Though an exact duality
does not hold for multicommodity flows and cuts, there are several theorems establishing an approxi-
mate duality (with the gap of order l&gfor different variants of the problem (Leighton and R&8][
Aumann and Raban8], Linial, London and Rabinovich?9], Garg, Vazirani and Yannakaki&§]).

1.2 Preliminaries

As indicated in the title, in this paper we deal with networks with uniform capacities. For simplicity
and without loss of generality we assume throughout the paper that every edge has capacity one. The
number of vertices is denotadand the number of edges;, we allow parallel edges. The lett&r
denotes the number of commodities and the lditdre number of routes in the elementary multiroute

flow. Several times we need the characterizatiom-obute flows ash-balanced flows that was first
proved by Kishimoto and Takeuchi.

Theorem 1.1([1, 6, 21]). A sigle commodity flow without cycles is h-balanced if and only if it is an
h-route flow.

For an instancé of the multicommodity flow problem, we ugg'(J) for the size of the maximuri
route flow and¥™l (3) for the size of the maximurn-route duplex flow for the instande As mentioned
in the introduction, for single source multicommodity flow, the sizes of the maximum non-duplex and
duplex flows coincide. Thus we hagé(7) < FMl(3) < (7).

For a given flow, aremptyedge is an an edge unused by the flow. We will deal wiihimum
cost flowsseveral times. In such cases we consider the uniform cost functioncst(e) = 1, Ve €
E). Recall that a single source classical flow can be viewed as a single commodity flow problem and
therefore there exists an integral maximum flow for every instdndeere also exists a minimum cost
maximum flow that is integral, and its cost is just the number of hon-empty edges.

Consider a networks = (V,E). Lets,...,s bek sources andh, ... ,tx bek sinks of a multicom-
modity flow problem; we call the sources and sinks &sminals DefineQ; as the set of all elementary
h-route flows betweeg andtj and letQ = U!‘:1 Q;. As far as we know, no exact combinatorial algorithms
for computing the maximum multicommaodity flow are known (not even for the 1-route flow). Thus, for
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completeness we provide a linear programming formulation of the maximroute flow problem (the
variable f (q) represents the size of the flow along tieystemq, that is, a flow of sizef (q)/h along
each of theh paths ofg):

max z f(q) (1.1)
geQ

; f(g)/h < 1 VecE
geQ:ecq
f(@ > 0 vgqeQ.

The dual program corresponds to the fractional relaxation of the the minhwdistonnecting cut prob-
lem:

min h- EEx(e) (1.2)

Zx(e) > 1 vYgqeQ

ecq

x(e) > 0 VeeE.

By setting integrality constraints on the variablesve get an integer linear programming formulation
of the minimumh-disconnecting cut problem.

2 Relating Flows and Multiroute Flows

In this section, we show thdtroute flows are not much smaller than classical flows under certain
assumptions: single source, uniform capacity, and connectivity. We prove the following theorems for
non-duplex and duplex flows, respectively.

Theorem 2.1. Let G= (V,E) be an undirected graph and 16t= (s;ts,...,t) be an instance of the
single source multicommaodity flow problem such that for each i, s jaa th-connected for a given
h> 2. Then

FYI) < (2-2/h)-F") . (2.1)
There also exists a half-integral h-route flow of size at |€&0) /2.

Theorem 2.2. Let G= (V,E) be an undirected graph and 16t= (s;ts,...,t) be an instance of the
single source multicommodity flow problem such that for each i, s jaa th-connected for a given
h > 2. Then, for the duplex flows,

g0l (3) = 54(9),

and moreover the equality can be achieved by a duplex flow with a total flow on each edge of at most
2—2/h.
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Note that Theorem2.2 implies Theoren®.1, with the exception of the half-integrality: we can use
the duplex flow scaled down so that we multiply a flow along each edge by a factgf»f2/h).
Nevertheless, we give also a direct proof of Theofin One consequence of this proof is that in case
of h =2, even the sharper bound can be achieved by a half-integral flow. Sinbe=f@rthe factor is
2—2/h=1, and a trivial bound™(J) < F(J) holds for everyh, we have the following corollary which
shows that by imposing the requirement that the flow be a 2-route flow, we do not lose anything with
respect to the size of the flow.

Corllary 2.3. Let G= (V,E) be an undirected graph and Igt= (S, ...,t) be an instance of the single
source multicommodity flow problem such that for each i, s pakt2-connected. Then

FL(9) = F4(9).
In addition, the equality can be achieved by a half-integrabute flow.

Before proving the upper bounds, we first show, in SecBidnthat forh-route flows with a single
source, the factor of 2 2/h is the best possible and also that the assumptions of single source and unit
capacity are essential. Then, in SectitbBwe develop the common parts of the upper bound proofs and
finally in Section2.3and2.4we show the upper bounds for non-duplex and duplex flows, respectively.

2.1 Lower Bounds

Theorem 2.4. For every pair of integers tk > 2 there exist an undirected graph G and an instance
J = (sty,...,t) of the single source multicommodity flow problem such that for each i, s;ard t
h-edge-connected, and, at the same time,

F4(9) > (2— E) -FN().

Proof. The set of vertices of the grajghconsists ok+ 2 distinct vertices, v,ty, ... ,t. The set of edges
containsh — 1 parallel edges betwearandt;, and an edge betwegrandyv, fori =1,... k (Figurel).
Consider the instande= (s;ty, ..., t). An elementarh-route flow betwees andt;, fori =1,... Kk,

Figure 1: The grapks for the lower bound

has to use two edges from the Bet= {{tjv} : j = 1,...k}. Thus, the totah-route flow for the instance
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J is upper bounded bly- |F|/2, that is,3"(J) < hk/2. On the other hand;*(J) = k(h— 1). This yields
the desired bound. O

The situation is completely different for general multicommoditsoute flows. Even though the
maximum 2-route flow is as large as the maximum 1-route flow for single source multicommodity in-
stances, for general instances the ratio between the sizes of a maximum 1-route flow and a maximum
2-route flow is as large dg/2. On the other hand, a trivial upper bound on the rati®igl) < kF"(7).

Theorem 2.5. For every pair of integers fk > 2 there exists a graph & (V,E) and an instancd =
(St,...,St1,...,t) of the multicommodity flow problem such that for each i, the verticasdt are
h-connected, and, at the same time,

F1(9) > k (1— ﬁ) ().

Proof. Let G be a graph ok + 1 distinct verticew, ...,k 1 With v; connected by — 1 parallel edges
with vi, 1, fori = 1,... k, andvk,1 connected by an edgewith v; (Figure2). Consider an instanck
with s = v; andt; = vi, 1, fori = 1,...,k. Then,¥(J) = k(h—1). On the other handf"(J) < h, since

S1

Sk =14 83 = to
S4=t3

Figure 2: The grapls forh=4 andk =5

an elementary-route flow betweers andt; has to use the edge= {vy,1,v1}, for everyi =1,... k.
This yields the desired bound. O]

Theorem2.1relies on the assumption that the network has uniform edge capacities. The next theo-
rem shows that without this assumption, the result does not hold.

Theorem 2.6. For every C> 1 and every integer b 1, there exists an undirected network=5(V, E)
with maximum edge capacity C and an instafice (s;t1,...,tx) of the single source multicommodity
flow problem such that for eachaf,l(s,ti) = ?h(s,ti), and, at the same time,

F4I) > (C—C;l)&"h(f]).
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Proof. Choos&k = [(C(h—1)+1)/h] and consider a netwoi® with k+ 2 vertices/ = {s,u,t3,to,.. .t}
connected in the following ways is connected withu by h edgesh — 1 of them with capacitfC and
one with capacity 1, and for eaé¢ke {1,...,k}, u andt; are connected bl edges, each of capacity 1
(Figure3). Then, for an instancé= (s;ty, ..., t) we haved*(J) = C(h— 1) + 1 yetF"(J) = h. O

41

t

Figure 3: A bad network for nonuniform single souteeoute flows (forh = 5).

2.2 Upper Bounds: Preliminaries

In this section we cover three steps of the proof that are common for both non-duplex and duplex flows.
The first step is essentially an induction: We restrict ourselves to instances with several useful proper-
ties, using the fact that any potential minimal counterexample has these properties. Second, on these
instances, we choose some suitable maximal classical flow. Third, based on this flow, we define certain
auxiliary structures on the empty edges. In the last step of the proof, which is done in the next subsec-
tions separately for non-duplex and duplex flows, we use these empty edges to reroute some flow and
obtain anh-route flow of the appropriate size.

The following lemma shows that it is sufficient to prove Theorélrlsand 2.2 only for graphs
G = (V,E) and instance$ = (s;ty,...,t) satisfying the following three properties:

Al For each commodity, the only minimuns—t; cut is the cut{t;} (we call it atrivial cut).

A2 In every integral maximum flow for the instangeeach empty edge is incident to at least one of
the sinkg;, and, moreover, if an empty edge is incident to exactly one sink, then the degree of the
sink is exactlyh.

A3 Omitting any of the sinks from the instangeesults in a decrease of the maximum flow (i.e., for
everyi, if we denote byl _; the instancd without the sinkij, 71(J_;) < F%(7)).

Lemma 2.7. Let G andJ be a graph and an instance that represent a conterexample to Thebfiem
or Theorem2.2 with minimal m+ k (the number of edges plus the number of commaodities). Then the
Properties A1-A3 hold.

Proof. Suppose we have a graghand an instancé that do not satisfy the Properties A1-A3. We
construct a smaller grapgh and an instanc& such that the classical maximum flow is the same in both
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cases and the maximal size of any typehabute flow considered in the theorems can only decrease.
Thus ifG andJ violate any claim in the theorems, then a8andJ’ violate it and the proof is completed.

Al. Assume that there exists a commoditgnd a minimum cu€ for the commodity that is not
trivial. Let o; denote the connectivity af andt; and let us denote by an integral minimum cost
maximum flow forJ. If the only commodity in the flov# that uses edges in the dhiis the commodity
i, we perform the following modification d&: thet;-side ofG is merged into a single vertéxthat is,
keep every edge on treside, remove every edge on theside and for every edggu, v} € C with v
on thet;-side, replacqu,v} by a new edgdu,t}. We get a grapl@’ that is smaller thai® and for an
instance)’ = (s;ty,...t_1,t,tiy1,...,t) on G/, the connectivity ob andt; is §; for j € {1,...,k}, ] #1,
and the connectivity of andt is &, and the (classical) maximum flows fbin G and forJ’ in G’ have
the same size. The gragi is smaller tharG yet 37(J) = 3(7') (note that multi-edges may occur).
Any h-balanced flow fof’ in G’ can be easily extended into hrbalanced flow of the same size for the
instance] in G.

If there are also some other commodities that use th&€duntthe flow F, we redirect the part of
their flow going throughC to t;. This is possible since the cut is minimal and there will be no other
commodities interfering. This way we maintain the same amount of the total flow and we argue as
before.

A2. From now on we assume that for every commaodity, every minimum cut is the trivial one. We
denote by an integral minimum cost maximum flow féithat does not satisfy the Property A2. Recall
that the cost is uniform, i.e., the cost of an integral flow is just the number of edges used.

Assume first that there exists an edgbat is empty irf and that is not incident to any of the sinks
ti. Sinceeis not incident to any terminal node and since for evieeach minimums—t; cut is the
trivial one, removinge from the graphG does not decrease the connectivity of any commodity and the
maximum flow for the instancg As in the previous proof, ambalanced flow for the smaller graph can
be interpreted as a solution fGx.

Similarly, if there exists an edgethat is empty irF and that is incident to exactly one sink and the
degree of the sink is higher thdm deletion ofe does not decrease the connectivity of any commodity
below h and it does not decrease the maximum flow for the instdndgain, anh-balanced flow for
the smaller graph can be interpreted as a solutiosfor

A3. Suppose that the grafihand the instanc&do not satisfy the Proper#3, that is, there exists a
commodityi such that(J_;) = (7). We omit the commodityto obtain the smaller instange=1J_;.

To finish the proof, note that all the reductions work also for half-integral and dinpleute flows.

O

Let GandJ be a graph and an instance satisfying the three properties A1-A3 and consider an arbitrary
integral minimum cost maximum flow for the instariceBy the characterization df-route flows ad-
balanced flows (Theoreth 1), the flow of every commodity with flovia or more is already ah-route
flow. Our aim is, for every commodity with flow less thanto find new edge disjoint paths between the
sources and the relevant sink and to send some flow along each of them while not decreasing the flow
of other commodities much. For this process we start with a particular minimum cost maximum flow
that is described in Observati@nm8.

Given an integral flow for the instande we denote, for a non-terminal vertex the number of
empty edges incident Wby p(v), and we denote the number of empty edges conneetargl the sink
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t by m(v). By the Property A2, we havgk_; m(v) = p(v) for each non-terminal vertex

Observation 2.8. For the graplG and the instanc&described above, there exists an integral minimum
cost maximum flow such that for every non-terminal venend for everyi:

e m(V) < [p(v)/2].
Moreover, in every integral minimum cost maximum flow, for every non-terminal versexd for every
i, the following holds:

e if m(v) > p(v)/2 then there exists at least one flow path of a commodity other itganing
throughv.

Proof. Consider an arbitrary integral minimum cost maximum flow and for a non-terminal vertex
denote byr_j(v) the number of flow paths of commodities other thaassing through. Note that all
empty edges incident toare connected to a sink of degree exattlghe Property A2). We are going
to observe thatn (v) < p(v)/2+r_j(v), for every non-terminal vertexand every commodity.

Assume, for a contradiction, theg(v) > p(v) —mi(v) + 2r_;(v) for somev andi, and consider the
s—t; cut{vt}. Due to our assumption, the size of this cut is smaller than or equal to the size of the
trivial s—t; cut {t;} which is a contradiction with the Property A1l. This completes the proof of the
second part of Observatidh8.

Figure 4: An example of a non-terminal vertegatisfying the first property of Observati@rB. Dashed
lines represent empty edges and solid lines represent flow paths. Wp(k@ave6, my (v) =3, mp(v) =3
andr_(v) = 3.

Now, if there is a non-terminal vertexand a commodity with m(v) > [p(v)/2], then there are
r_i(v) > m(v) — p(v)/2 flow paths of other commodities passing throwgiChoose one of them, say a
path p of a commodityj, and reroute it td;. To be more precise, the new path goes from the s@itice
the vertexv along the original patip, and then it continues tpalong one of the empty edges connecting
vandt;. After the modificationm (v) decreases by one angj(v) increases by one; the cost and the size
of the total flow are not affected. This way we continue umtilv) < [p(v)/2] for everyi. Notice that
the changes done in the flow arouwndill not destroy the desired property for any other vertex.

We apply the same rerouting procedure for every other non-terminal wérfi@xwhich there exists
a commodityi’ such thaim, (V') > [p(V)/2]. O
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From now on we fix some minimum cost maximum flow satisfying Observ&i8and denote if.
By the choice off and by the Property A2, each empty edge is incident either to two different sinks or
to a sink and to a vertex adjacent to another sink; the last assertion holds since otherwise there exists a
smaller cost flow of the same size. The idea of the proof is to exploit these empty edges to reroute some
flow from other commodities to each sink with flow less thanif we succeed to provide a non-zero
flow along at leash edges to each sink, we get a non-ze+isalanced flow for each commodity.

We define an auxiliary structure, called octopus, which will help us to organize the rerouting. For-
mally, anoctopuss a (multi)graph that is a union of edge disjoint paths of length one and two that start
in the same vertex; the paths are calledtacles If an octopugO is a subgraph of the grapgh and the
initial vertex of the paths (i.e., of the tentacles) is a vextewe say that the octopus sitting in v

—A

.7}. °

Figure 5: An octopus

For every commodity with flow smaller tharh, we define an octopuS;. The octopuD; is sitting
in the terminat; and has — f; tentacles, wher§ denotes the amount of flow of a commodiip F, and
the tentacles reach through different empty edges to neighboring vertices (if there are mdre than
empty edges incident tp, we choose anh — f; of them). Later we will amend the octopuses, namely
we will lengthen some of the tentacles.

Consider a non-terminal vertex The Property A2 implies that the number of tentacles reaching
vis p(v) and we denote them bsj, ..., 7). If none of the octopuses reacheby more thamp(v),/2
tentacles, there exists a permutatioof the tentaclesy, .. ., 7, which consists only of 2-cycles and
possibly one 3-cycle such that tentacteandz (7 ) belong to different octopuses. For example, always
greedily form a 2-cycle between tentacles of two distinct octopuses with the maximal number of remain-
ing tentacles ending im. Do this until 2 or 3 tentacles remain (depending on the paritp(9f), and
then form the last cycle (only this last cycle can be a 3-cycle). We lengthen the tenitduleugh the
edge used by the tentactér ) so thatyy now terminates in the sink in which the octopus with tentacle
m(7) is sitting.

If there exists an octopud; that reaches the non-terminal verteky more thanp(v)/2 tentacles,
then such an octopus is exactly one. For such an octopus, by ObseR:&fitire number of its tentacles
reachingv is exactly[p(v)/2]. There exists a permutationof p(v) — 1 tentacles reachingsuch that
it consists of 2-cycles of tentacles belonging to different octopuses, namely a matching of all but one
tentacles of); to all the others. In a similar way as before, each tenta@teolved in the permutation
is lengthened to the sink in which the octopus with the tenta¢te is sitting. Recall that by Observa-
tion 2.8 there exists a flow path passing througthat does not belong to the commaodifyand by the
minimality of the cost of the floviF, the terminal vertex of the path is adjacentto

At this point, each tentacle of an octopus reaches either another terminal vertex (we say that the
tentacletouchesthe corresponding commodity), or a flow path of another commodity that no other
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tentacle reaches (again we say that the tentacleheshe corresponding commodity). Moreover, each
tentacler is stretched only through empty edges and at most one tentacle is stretched through each
empty edge in each direction; if there are two tentacles stretched through the same edge (in opposite
direction) they belong to different octopuses.

Observation 2.9. For each, the number of tentacles that touch the commodisystrictly less tharf;.

Proof. Were it not the case, it would be possible to redirect the complete flow of the commpdity
through the tentacles touching it, to other terminals without decreasing the total flow, contradicting the
Property A3. O

2.3 Upper Bounds: Non-duplex Flows

Proof of Theoren2.1 We start by constructing the half-integtafoute flow of size (at leastf(7) /2.
Then we explain how to increase the size of the flow to (at I€B<t) /(2— 2/h).

For each tentacle of the octopOgstouching the commodity # i, we reroute a half unit of the flow of
a commodityj tot; along the edges that the corresponding tentacle is stretched through. Obsé@ation
guarantees that every commodijtyas enough flow to provide a half unit for each tentacle touching it
and yet to keep more thaf}/2 units for itself. We decrease the flow of every unaffected path to one
half.

At this point, the amount of flow of a commoditywith f; < his h/2 and the amount of flow of a
commodityi with f; > his f;/2. Moreover, since the initial flow was integral (flow paths from source to
terminals were disjoint), the new flow paths of each individual commodity will be edge disjoint. Thus,
we have arh-balanced flow of size at leastJ)/2, for the instancé, and by construction, the flow is
half integral.

To prove the sharper bound (not necessarily with half-integral flows) we observe that for every
commodity with flow at mosh — 1 in the initial flow, itsh-balanced flow at the end is at le&ag® which
corresponds to the ratio-22/h. The only problem is with commodities with original fldwor more.

Thus, if we manage to slightly increase the final flow of these commaodities, the proof is completed.
Recall that no octopus is sitting in a terminal vertex of a commodity with fiaw more.

We proceed as follows: every commodifywith initial flow h or more will demand &axof 1/(2h—

2) units of flow for each path that it provided to another commodity. Commodities are able to pay these
taxes since every commodity had initial flow that was at least one greater than the number of tentacles
touching it (Observatio.9) and every commodity requires help from at miost 1 other commodities

(more precisely, needs at mdst- 1 new edge disjoint paths). In the worst case, it keeps (only) a half
unit of flow for itself and spends the other half on taxes fortthel helpers.

The flow corresponding to a tax of a commoditpaid to a commodity; flows fromstot; along an
original path of a commodityand then front; tot; along the tentacle of the octopus sitting;inin the
case of an octopus; touching a path of the commodify(and not directly touching the sirK) the flow
flows fromsto t; along an original path of the commoditythen along the tentacle of the octopDis
and finally along an edge of the flow path of the commodlitiyat the tentacle dd; touches. In addition
to this, we set the flow along each path that was unaffected by the rerouting procg&at®2}h) (and
not to 1/2 as we did for the half-integral flow). In this way, a commaodity with an initial flpwe h will
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.tj

Figure 6: Taxation: on the left side is depicted the case when a tentacle touches a terminal vertex, and
on the right side is depicted the case when a tentacle touches a path of other commaodity.

have a finah-balanced flow at least (h/(2h— 2)), which corresponds to amroute flow of the same
size.

Concerning the proof of Theore3, namely the half-integrality, notice that for= 2 the taxes in
the previous proof are equal tgZL Thus the resulting flow is half-integral.

2.4 Upper Bound: Duplex Flows

Proof of Theoren2.2 We now construct ah-balanced duplex flow of the same size as the original flow
5"1(11). To do this, for each octopu® we reroute some flow from other sinks to the sinkvore exactly,

for a certain amourg; € [0,1], we reroutez units of the flow along each of the tentaclesgfto t;. At

the same time, we guarantee that from the original ffpto t;, exactly fi(1 — z) units are rerouted to
other sinks using their octopuses. If this rerouted flow is taken evenly frofnialtoming paths, then
the resulting flow of the commodityhas size at leastz and thus it is ar-route flow. If a tentacle of

O; touches a flow path of a commodifyat v which is not the sink;, then we takez / f; units of the
rerouted flow from this flow path and the remaining flow is routed ftpback one edge along to (Cf.

the last paragraph of the proof.)

The choice ofz guarantees that the commodities with original flow less thaan be rerouted.
On the other hand, each commaodity with fldwor more is touched by less théntentacles due to
Observatior2.9. Consequently there is enough original flow for the rerouting and if taken evenly from
all paths, the flow of this commaodity is also afroute flow afterwards. After the rerouting, each edge
has in each direction a flow of at most 1, either at most 1 from the original flow or atanosk from
the rerouting along one tentacle.

It remains to guarantee the existence of numbkedgscribed above. For simplicity, renumber the
commodities so that the firkt sinkst; are exactly those with the initial floy < h, that is, exactly those
with an octopus. Led;j be the number of tentacles Of touching the commodity. We need the values
z to satisfy, for each < K/,

K
> ajzi = fi(l-z). (2.2)
=1
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Define a functiorF : RK — RX so that itsth coordinate is

Then the system of equation®.?) is equivalent to the equatigh= F(Z). Due to Observatio2.9 we
know that for each < k'

kl
> aij < fi. (2.3)
=1

This implies thatF maps the unit cub¢d, 1]¥ to itself. Obviously,F is continuous as it is a linear
function. Using Brouwer’s fixed-point theorem (which asserts that any continuous mapping from a ball
to itself has a fixed point) and the fact that a ball and a cube are homeomorphic, we conclidbabat
a fixed point, that is, the equati@= F(Z) has a solution. This solution also satisfies the sys&g),(
which concludes the proof. Note that the proof is still constructive, dmisdinear and we can find the
solution efficiently.

In fact, inequalitiesZ.3) imply thatF is a strong contraction under the norm, which means that
there exists a constant < 1 such that for any,Z ¢ [O 1J¥, it holds that” ( ) —F)|o < - HZ—
property follows easny for each coordinate BfZ) — F(y) by subtractlng the defining equations for
(F(2))i and(F (Y));. The strong contraction property implies that in the unit cube, there exists a (unique)
solution of the equatioZ = F(Z), namely a limit of points obtained by repeated application$ pf
starting at any point the unit cube. (Note that the distances between subsequent points in the sequence
X, F(x), F(F(x)), etc., decrease in a geometric sequence due to the contraction property.) This gives an
alternative elementary proof without use of Brouwer’s theorem.

To prove the second part of Theoréh®, we slightly modify the octopuses. In the case of a non-
terminal vertexv and a 3-cyclgijl ) in the permutatiorr used for extending the tentacles, we do not
extend the tentacles along the cycle but instead we split each tentacle into two halves and extend them to
the remaining two vertices. Thus this 3-cycle will contribuf to eache;j, a;i, a, aji, a&j, ai. Then,
for example, the edge; will have flowz tot; and(z; +z)/2 fromt;.

The same argument as above guarantees that the system of equaphag again a solution in
the unit cube, with flow at most 1 in each direction along any edge. It remains to verify that on any edge,
the sum of flows in both directions is at most 2/h. There are three types of such edges.

1. An edge used by two tentacles, one tentacl®afouching the commodity and one tentacle
of O; touching the commodity. This may be an edgg;, or an edge incident to a non-terminehnd
involved in a 2-cycl€(ij) of the permutatior. The total flow isz +z;. We havef;, f; <h—1 as there
are octopuses atandt;j, and the corresponding equations 22 imply (after removing the left-hand
side terms for other tentacles) that< (h—1)(1—z) andz < (h—1)(1—z;). Adding these inequalities
and dividing byh we obtain the desired bourzgt-z; <2—2/h.

2. An edgevt; with a non-terminal vertex and involved in a 3-cycléijl ) of . This edge has total
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flow z + (zj +27)/2. Againfi, f;, fi <h—1 and the corresponding equations 2 imply

2(h—1)z+zj+z <
z+2h-1)zj+z < 2(h-1),
z+z+2h-1)z7 <

Adding the first inequality multiplied by(&— 1) and the remaining two inequalities multiplied by 2
yields the desired bound.

3. An edgewvt; for a tentacle ofQ; touching the commodityj at a non-terminal vertex. The
flow is at most 1-z/f; of the original flow tot;, andz — z/f; of the flow that is rerouted frorty.
Sincez < 1, it suffies to show thafj < h to conclude that the total flow on the edgg is at most
1+z(1-2/f;) <2—-2/h. We argue as follows. If we redirect the unit of the original flow going
through the edget; to the sinkv;, we get another maximal flow with an empty edge adjacetit tBy
the Property A2 the degree gfis at mosth which in turn implies thaff; < h.

3 Disconnecting Cuts
We will denote the size of a minimumdisconnecting cut for an instangdy C"(J).

Theorem 3.1. For every h> 2 and every instancg of the single source flow problem,

?héj) < e < (2—ﬁ)-9h(3). (3.1)

Moreover, for every > 2 and everye > 0 there exists an instande= {s;t} of the problem such that
(1-¢)-3"(0) < €I, (3.2)
and for every K> 1 and every h> 2 there exists an instandesuch that

F"(9)
h

= eh). (3.3)

Proof. Given a decomposition of @mroute flow into a linear combination of elementdryoute flows,
we have to cut at least one of th@aths of everh-system in the decomposition. Altogether we have to
cut edges of total capacity at le@gt(J) /h which proves the first inequality.

To prove the inequalitg"(J) < (2—2/h)-F"(J) we observe that a minimum classical cut is also
anh-cut, and from the duality of flows and cuts we know that the size of this cut is eq@d(1p. We
apply the bound™(J) < (2—2/h)-3"(J) of Theoren?.1 (without loss of generality we assume that all
sinks in the instancg areh-connected with the source) and the proof is completed.

Concerning the second part of the theorem, consider a graph consisting of two vericds
connected byn parallel edges, wittm > h. The maximumh-route flow has sizen and the minimum
h-disconnecting cut has size— (h— 1). We conclude that for every > 0 there exists an integen
such thatm—h+1)/m> 1— ¢, and thus, there exists an instarice {s;t} satisfying the inequality
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(3.2). Note that a fractional disconnecting cut is in this case (alntesthes better: take a fractioryh
of each edge in the cut.

For the last part of the theorem, consider the instance and the network in Bigitle every edge
capacity set to one. Thefi(J) = hkandCh(J) = k. O

The proof above implies that the minimal classical cut is a good approximation fordiseonnecting
problem. It can be found efficiently, and thus we have:

Corllary 3.2. For every h> 2, there exists a polynomial tim@&h — 2)-approximation algorithm for the
h-disconnecting problem with a single source.

Remark. The bound on the performance of the algorithm is not far from what happens for “bad”
instances. Think about a simple graph consisting of two verticesonnected by parallel edges and
an instance with one commodity with sourcauiand sink inv: the minimum disconnecting cut has size
1 while the disconnecting cut obtained by the algorithm hastsize
We also note that the bound.() can be slightly improved to

?hrf” < e < (Z—ﬁ)ff“w)—(h—l)

by deleting all buth — 1 edges from the minimum classical cut (instead of deleting all the edges). If
there is only one commodity, this slightly modified procedure computes an ogtidiatonnecting cut.

4 Open Problems

We conclude with two open problems about disconnecting cuts for multiroute flows. The approximation
ratio of the algorithm for disconnecting cuts for single source flow problems described in the last section
is 2h— 2; design a better algorithm. Similarly, design an approximation algorithm for the disconnecting
cut problem for the more general multiroute multicommaodity flow problems (e.qg., single source and non-
uniform capacities, multiple sources and uniform capacities). As the close relation between classical
flows and multiroute flows is lost in these cases, a hovel approach will be needed.
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