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Abstract

The following result was proved by Bárány in 1982: For every d ≥ 1 there exists
cd > 0 such that for every n-point set S in Rd there is a point p ∈ Rd contained in
at least cdnd+1 −O(nd) of the d-dimensional simplices spanned by S.

We investigate the largest possible value of cd. It was known that cd ≤ 1/(2d(d+ 1)!)
(this estimate actually holds for every point set S). We construct sets showing that
cd ≤ (d + 1)−(d+1), and we conjecture this estimate to be tight. The best known
lower bound, due to Wagner, is cd ≥ γd := (d2 + 1)/((d + 1)!(d + 1)d+1); in his
method, p can be chosen as any centerpoint of S. We construct n-point sets with a
centerpoint that is contained in no more than γdn

d+1 +O(nd) simplices spanned by
S, thus showing that the approach using an arbitrary centerpoint cannot be further
improved.

We also prove that for every n-point set S ⊂ Rd there exists a (d − 2)-flat
that stabs at least cd,d−2n

3 − O(n2) of the triangles spanned by S, with cd,d−2 ≥
1
24 (1− 1/(2d− 1)2). To this end, we establish an equipartition result of independent
interest (generalizing planar results of Buck and Buck and of Ceder): Every mass
distribution in Rd can be divided into 4d − 2 equal parts by 2d − 1 hyperplanes
intersecting in a common (d− 2)-flat.

1 Introduction

Let S be an n-point set in Rd in general position (no d + 1 points lying on a common
hyperplane). The points of S span

(
n
d+1

)
distinct d-dimensional simplices. The following

interesting and useful result in discrete geometry (called the First Selection Lemma in
[Mat02]), shows that at least a fixed fraction of these simplices have a point in common:
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Theorem 1.1 (Bárány [Bár82]). For every n-point set in Rd in general position there
exists a point p ∈ Rd that is contained in at least cdnd+1 − O(nd) simplices spanned by
S, where cd is a positive constant depending only on d (and the implicit constant in the
O( ) notation may also depend on d).

In this paper we investigate the value of cd. More precisely, from now on, let cd
denote the supremum of the numbers such that the statement of Theorem 1.1 holds for
all finite sets S in Rd.

Lower bounds. Bárány’s proof yields

cd ≥
1

d!(d+ 1)d+1
.

Wagner [Wag03] improved this bound by roughly a factor of d, to

cd ≥
d2 + 1

(d+ 1)!(d+ 1)d+1
. (1)

For the special case d = 2, Boros and Füredi [BF84] achieved the better lower bound of
c2 = 1/27 (also see Bukh [Buk06] for a simpler proof of this planar bound).

Upper bounds. The following result was proved by Kárteszi [Kár55] for d = 2 (also
see Moon [Moo68, p. 7] and Boros and Füredi [BF77, BF84]) and by Bárány [Bár82] for
general d:

Theorem 1.2. If S is any n-point set in general position in Rd, then no point p ∈ Rd

is contained in more than
1

2d(d+ 1)!
nd+1 +O(nd)

d-simplices spanned by S.

It follows without difficulty from a result of Wendel (reproduced as Lemma 3.1 be-
low) that this bound is asymptotically attained with high probability by points chosen
uniformly at random from the unit sphere. Alternatively, as was kindly pointed out to
us by Uli Wagner, the tightness also follows by considering the Gale transform of the
polar of a cyclic polytope; see, e.g., Welzl [?] for the relevant background.

Bárány’s bound implies that

cd ≤
1

2d(d+ 1)!
,

which, to our knowledge, was the best known upper bound on cd for all d ≥ 3.
For d = 2, Boros and Füredi [BF84] claimed the upper bound c2 ≤ 1/27 (which would

be tight), but it turns out that the construction in their paper gives only c2 ≤ 1/27+1/729
(see Appendix A of this paper).

Our first result is an improved upper bound for cd for every d (and the first “non-
trivial” one, in the sense that it refers to a specific construction):
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Theorem 1.3. For every fixed d ≥ 2 and every n there exists an n-point set S ⊂ Rd

such that no point p ∈ Rd is contained in more than (n/(d+ 1))d+1 +O(nd) d-simplices
spanned by S. Thus,

cd ≤ (d+ 1)−(d+1). (2)

Moreover, such an S can be chosen in convex position.

In particular, the planar bound of c2 = 1/27 is tight, after all.

1.1 The First Selection Lemma and centerpoints

If S is an n-point set in Rd and p ∈ Rd, we say that p lies at depth m with respect to S
if every halfspace that contains p contains at least m points of S. A classical result of
Rado [Rad47] states that there always exists a point at depth n/(d+ 1). Such a point is
called a centerpoint.

Wagner proved the bound (1) by showing the following:

Theorem 1.4 ([Wag03]). If S is an n-point set in Rd and p ∈ Rd is a point at depth αn
with respect to S, then p is contained in at least

(
(d+ 1)αd − 2dαd+1

) nd+1

(d+ 1)!
−O(nd)

d-simplices spanned by S.1

This, together with Rado’s Centerpoint Theorem, immediately implies (1).
In this paper we show that Theorem 1.4 cannot be improved:

Theorem 1.5. For every α, 0 < α ≤ 1/2, and every n, there exists an n-point set S in
Rd such that the origin is at depth αn with respect to S but is contained in only

(
(d+ 1)αd − 2dαd+1

) nd+1

(d+ 1)!
+O(nd)

d-simplices spanned by S.

Thus, the approach of taking an arbitrary centerpoint cannot yield any lower bound
better than (1) for the First Selection Lemma.

1.2 Stabbing (d− k)-simplices by k-flats

The First Selection Lemma can be generalized as follows: If S is an n-point set in
Rd and k is an integer, 0 ≤ k < d, then there exists a k-flat that intersects at least
cd,kn

d−k+1 −O(nd−k) of the (d− k)-simplices spanned by S, for some positive constants
cd,k that depend only on d and k. (By a k-flat we mean a k-dimensional affine subspace
of Rd.)

1This is obtained by setting k = 0 in the lower bound for fk(µ,o) in the proof of Theorem 4.32 in
[Wag03].
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The problem is to determine the maximum values of the constants cd,k. Trivially we
have cd,k ≥ cd−k: Simply project S into an arbitrary generic subspace of dimension d−k,
and then apply the First Selection Lemma.

Here we derive a nontrivial lower bound for the case k = d− 2 (this is the only case
for which we could obtain good lower bounds):

Theorem 1.6. If S is a n-point set in Rd, then there is a (d − 2)-flat ` that intersects
at least 1

24(1− 1/(2d− 1)2)n3 −O(n2) triangles spanned by S. Thus,

cd,d−2 ≥
1
24

(
1− 1

(2d− 1)2

)
. (3)

For d = 2 this is just the planar version of First Selection Lemma with the optimal
constant of 1/27. And as d increases, the right-hand-side of (3) increases strictly with d,
approaching 1/24 as d tends to infinity. Indeed, it is impossible to stab more than n3/24
triangles for any d, since then projecting into a plane perpendicular to ` would result in
a point stabbing more than n3/24 triangles in the plane, contradicting Theorem 1.2.

Theorem 1.6 is a consequence of the following equipartition result, which is interesting
in its own right. Given an integer m ≥ 2, define an m-fan as a set of m hyperplanes in
Rd that pass through a common (d− 2)-flat. Then:

Theorem 1.7. For every probability measure µ on Rd that is absolutely continuous with
respect to the Lebesgue measure, there exists a (2d − 1)-fan that divides µ into 4d − 2
equal parts.

For d = 2 this theorem specializes to a result of Ceder [Ced64] (also see Buck and
Buck [BB49] for a special case).

We also show that 2d−1 is the largest possible number of hyperplanes in Theorem 1.7:

Theorem 1.8. For every integer m ≥ 2d there exists an absolutely continuous probability
measure µ on Rd which cannot be partitioned into 2m equal parts by an m-fan.

2 The construction for Theorem 1.3

We now prove Theorem 1.3 by constructing a suitable point set S. Given real numbers
a, b > 1, let a � b mean that f(a) < b for some fixed, sufficiently large function f
(concretely, we can take f(x) = (d+ 1)!xd+1). Our point set is S = {p1, . . . , pn}, with

pi = (pi1, pi2, . . . , pid) ∈ (1,∞)d,

where the components pij satisfy

pij � pi′j′ whenever j < j′, or j = j′ and i < i′

(so the ordering of the pij is first by the coordinate index j and then by the point index
i). The idea of taking points separated by rapidly-increasing distances is borrowed from
Boros and Füredi’s planar construction [BF84]. However, their construction is more
complicated, with points grouped into three clusters; see Appendix A.
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Figure 1: (a) In the x1x2-plane, the segment p′ip
′
j has a smaller slope than the segment

p′jp
′
k. (b) In the planar case, the point r must lie above-right of q0, above-left of q1, and

below-left of q2.

Lemma 2.1. The set S is in convex position.

Proof. Let p′i = (pi1, pi2) be the projection of point pi into the x1x2-plane, for 1 ≤ i ≤ n.
We claim that the points p′i lie on an x1-monotone convex curve in the x1x2-plane (which
implies the lemma).

To this end, we show that for every three points p′i, p
′
j , p

′
k, with i < j < k, the

segment p′ip
′
j has a smaller slope than the segment p′jp

′
k; see Figure 1(a). Indeed, this is

the case if and only if

(pk2 − pj2)(pj1 − pi1) > (pj2 − pi2)(pk1 − pj1). (4)

But (4) will hold as long as the function f in the definition of � is chosen large enough.
Specifically, if f(x) ≥ 4x2, then the left-hand side of (4) is at least

1
2
pk2 ·

1
2
pj1 ≥

1
4
pk2 ≥ p2

j2,

which is larger than the right-hand side of (4).

Next, we want to show that no point r = (r1, . . . , rd) ∈ Rd is contained in more than
(n/(d+ 1))d+1 +O(nd) of the d-simplices spanned by S.

We can assume that p1j ≤ rj ≤ pnj for each coordinate 1 ≤ j ≤ d, since otherwise,
r is not contained in any d-simplex spanned by S. For each coordinate j = 1, . . . , d,
we discard from S the last point pi with pij ≤ rj and the first point pi with pij ≥ rj .
Let S′ be the resulting set. Since we have discarded at most 2d points, the number
of d-simplices involving any of the discarded points is only O(nd). And now, for every
pi ∈ S′ and every j, we have either rj � pij or rj � pij .

Let a = (a1, . . . , ad) ∈ Rd be a point; we define the type of a with respect to r as
max{k : aj > rj for all j = 1, 2, . . . , k}. Note that the type of a is an integer between 0
and d (it is 0 if a1 ≤ r1).
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Let pi0 , . . . , pid ∈ S′ span a d-simplex containing r, with i0 < · · · < id. For conve-
nience, we rename these points and their coordinates as

q` = (q`1, . . . , q`d), for ` = 0, 1, . . . , d.

The proof of Theorem 1.3 will be almost finished once we establish the following:

Lemma 2.2. For each ` = 0, 1, . . . , d, the point q` has type ` with respect to r. (See
Figure 1(b) for an illustration of the planar case.)

Indeed, assuming this lemma, the proof of Theorem 1.3 is concluded as follows. Given
r, we partition the points of S′ into d+1 subsets S′0, . . . , S

′
d according to their type. Then,

for a d-simplex spanned by d+ 1 points from S′ to contain r, each point must come from
a different S′k. The number of such simplices is thus at most

∏d
k=0 |S′k| ≤ (n/(d+ 1))d+1,

by the arithmetic-geometric mean inequality.

Proof of Lemma 2.2. We are going to derive the following relations:

q(j−1)j � rj � qjj for every j = 1, 2, . . . d. (5)

Let us first check that they imply the lemma. To see that q` has type `, we need that
q`j > rj for j ≤ ` and, if ` < d, also that q`(`+1) ≤ r`+1. The last inequality follows from
(5) with j = ` + 1. To derive q`j > rj , we use that the coordinates of q` are increasing
since q` ∈ S, and thus q`j ≥ qjj > rj .

Now we start working on (5). First we express the condition that r lie in the simplex
spanned by q0, . . . , qd using determinants. For each `, the points r and q` must lie on
the same side of the hyperplane spanned by the points qm, m 6= `. Thus, let M be the
(d+ 1)× (d+ 1) matrix consisting of rows (1, q0), (1, q1),. . . , (1, qd). For k = 0, 1, . . . , d,
let Mk be the matrix obtained from M by replacing the row (1, qk) by (1, r). Then, for
each k, detMk must have the same sign as detM .

Next, we show that detM and each detMk are “dominated” by a single product of
entries. Let A be one of the matrices M,M0,M1, . . . ,Md, and denote by a`j the entry
in row ` and column j of A, for 0 ≤ `, j ≤ d. We claim that if the function f in the
definition of � is chosen sufficiently large, then there is a single product of the form
sign(σ)

∏
` a`σ(`), for some permutation σ, which is larger in absolute value than the sum

of absolute values of all the other products in detA.
Indeed, let a`dd be the largest entry in the last column of A. This is also the largest

entry in the entire matrix. Then, if we take f(x) ≥ (d+1)!xd+1, any permutation product
involving aldd is larger than (d + 1)! times any permutation product not involving this
entry. Thus, we choose a`dd as the first term in our product, we remove row `d and column
d from A, and we continue in this fashion leftwards. We obtain a product

∏
` a`σ(`) which

is larger than (d + 1)! times any other permutation product in detA. Therefore, this
product “dominates” detA in the above sense, and so sign(detA) = sign(σ).

In particular, these considerations for A = M show that detM is dominated by the
product

qddq(d−1)(d−1) · · · q11 · 1
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corresponding to the identity permutation. Therefore, detM > 0, and so we must have
detMk > 0 for all k.

Now we are ready to prove (5). First we suppose for contradiction that rj � qjj
for some j = 1, 2, . . . , d. We take the largest such j; thus, qkk � rk for k > j. Then
detMj−1 is dominated by the product

qdd · · · q(j+1)(j+1)rjqj(j−1)q(j−2)(j−2) · · · q11 · 1,

so the sign of detMj−1 is the sign of the permutation associated with this product. This
is a permutation with exactly one inversion, so detMj−1 < 0, which is a contradiction.

Next, we suppose for contradiction that rj � q(j−1)j for some j = 1, 2, . . . , d. Now
we take the smallest such j. We have already shown that rk � qkk for all k. Therefore,
detMj is dominated by the product

qdd · · · q(j+1)(j+1)q(j−1)jrj−1q(j−2)(j−2) · · · q11 · 1.

Again, this product corresponds to a permutation with exactly one inversion, so we have
detMj < 0, which is again a contradiction.

3 The construction for Theorem 1.5

We now present the construction that proves Theorem 1.5. Let us call a set Y ⊆ Rd

antiantipodal if Y ∩ (−Y ) = ∅.
We make use of the following result of Wendel:

Lemma 3.1 ([Wen62]). Let X = {x1, . . . , xd+1} be a set of d+1 points in general position
on the unit sphere Sd−1 in Rd. Then there are exactly two antiantipodal (d + 1)-point
subsets of X ∪ (−X) whose convex hull contains the origin; if one of them is Y , then the
other one is −Y .

Let α ∈ (0, 1/2] be a parameter and let n be given. For the moment assume for
simplicity that αn is an integer. Let A be a set of αn points on Sd−1 and let p be another
point on Sd−1 such that the set A ∪ (−A) ∪ {p} has 2|A| + 1 points and no hyperplane
containing p and a (d − 1)-point antiantipodal subset of A ∪ (−A) passes through the
origin. Let P be a very small cluster of (1− 2α)n points around p.

Our set is S = A ∪ (−A) ∪ P . Note that |S| = n as required. The origin clearly lies
at depth αn with respect to S. Thus, Theorem 1.5 reduces to the following lemma:

Lemma 3.2. There number of (d + 1)-point subsets B of S such that convB contains
the origin is (

(d+ 1)αd − 2dαd+1
)( n

d+ 1

)
+O(nd).

Proof. The number of (d+ 1)-point subsets of S that contain a pair of antipodal points
(one in A and one in −A) is O(nd), and so it suffices to count the number of B that are
antiantipodal.
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The choice of A and P guarantees that if B is antiantipodal and |B ∩ P | ≥ 2, then
0 6∈ convB. So we need to consider the cases B ∩ P = ∅ and |B ∩ P | = 1.

Let us set B̃ = {x ∈ A∪P : x ∈ B or −x ∈ B}. For B ∩P = ∅ there are
(
αn
d+1

)
ways

of choosing B̃ ⊆ A, and for each of them we have two choices for B by Lemma 3.1.
For |B∩P | = 1, we have (1−2α)n

(
αn
d

)
choices for B̃, and each of them yields exactly

one B (Lemma 3.1 with X = B̃ shows that there are two B ⊂ B̃∪(−B̃) with 0 ∈ convB,
and exactly one of these contains the point p ∈ P ∩ B̃, while the other contains −p).

Altogether the number of B’s is 2
(
αn
d+1

)
+ (1 − 2α)n

(
αn
d

)
+ O(nd), and the lemma

follows by algebraic manipulation.

If αn is not an integer, then apply the above argument using α′ = dαne/n, and use
the fact that α′ − α < 1/n.

4 Partitioning measures by fans of hyperplanes

In this section we prove Theorem 1.7, which is the main ingredient in the proof of
Theorem 1.6. We then prove Theorem 1.8, showing that Theorem 1.7 is optimal. Recall
that an m-fan is a set of m hyperplanes in Rd sharing a common (d− 2)-flat.

Let Sd−1 denote the unit sphere in Rd, and let Vd,2 = {(v, w) ∈ (Sd−1)2 : v ⊥ w}
denote the set of ordered pairs of orthonormal vectors in Rd (called the Stiefel manifold
of orthogonal 2-frames). The proof of Theorem 1.7 is based on the following topological
result:

Lemma 4.1. There exists no continuous function g : Vd,2 → S2d−4 with the following
property: For every (v, w) ∈ Vd,2, if g(v, w) = (a1, . . . , a2d−3) (with a2

1 + . . .+a2
2d−3 = 1),

then

• g(−v, w) = (−a1, . . . ,−ad−1, ad, . . . , a2d−3), and

• g(v,−w) = (a1, . . . , ad−1,−ad, . . . ,−a2d−3).

Proof. The lemma is a result on nonexistence of an equivariant map. Let us briefly recall
the basic setting; for more background we refer to [Živ04], [Mat08].

Let G be a finite group. A G-space is a topological space X together with an action
of G on X, which is a collection (ϕg)g∈G of homeomorphisms ϕg : X → X whose compo-
sition agrees with the group operation in G; that is, ϕe = idX for the unit element e ∈ G
and ϕg ◦ ϕh = ϕgh for all g, h ∈ G.

In our case, the relevant group is G := Z2×Z2 (the direct product of two cyclic groups
of order 2). We can write G = {e, g1, g2, g1g2}, where g1 and g2 are two generators of G;
in order to specify an action of G, it is enough to give the homeomorphisms corresponding
to g1 and g2. The lemma deals with two G-spaces:

• The Stiefel manifold Vd,2 with the action (ϕg)g∈G ofG given by ϕg1(v, w) = (−v, w),
ϕg2(v, w) = (v,−w).
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• The sphere S2d−4 with the action (ψg)g∈G, where ψg1 flips the signs of the first d−1
coordinates and ψg2 flips the signs of the remaining d− 2 coordinates.

We want to prove that there is no equivariant map f : Vd,2 → S2d−4, where an
equivariant map is a continuous map that commutes with the actions of G, i.e., such that
f ◦ϕg = ψg◦f for all g ∈ G. The “usual” elementary methods for showing nonexistence of
equivariant maps, explained in [Živ04], [Mat08] and based on the Borsuk–Ulam theorem
and its generalizations, cannot be applied here. We use the ideal-valued cohomological
index of Fadell and Husseini [FH88] (also see [Živ98]).

This method assigns to every G-space X the G-index of X, denoted by IndG(X),
which is an ideal in a certain ring RG (depending only on G). A key property is that
whenever there is an equivariant map f : X → Y , where X and Y are G-spaces, we
have IndG(Y ) ⊆ IndG(X). For the considered G = Z2 × Z2, RG is the ring Z2[t1, t2] of
polynomials in two variables with Z2 coefficients. The general definition of IndG(X), as
well as its computation, are rather complicated, but fortunately, in our case we can use
ready-made results from the literature.

For the G-space S2d−4 with the G-action as above, the G-index is the principal ideal
in Z2[t1, t2] generated by td−1

1 td−2
2 according to Corollary 2.12 in [Živ98]. On the other

hand, Fadell [Fad89] proved that the G-index of the G-space Vd,2 with the described
G-action does not contain the monomial td−1

1 td−2
2 (also see [Ino06] for a statement of this

result and some applications of it). This shows that an equivariant map as in the lemma
is indeed impossible.

Proof of Theorem 1.7. We follow the “configuration space/test map” paradigm (see, e.g.,
[Živ04]). We encode each “candidate” for the desired equipartition, which in our case
is going to be a certain special fan of 4d − 2 half-hyperplanes sharing the boundary
(d − 2)-flat, by a point of Vd,2. Then we define a continuous test map that assigns to
each candidate fan of half-hyperplanes a (2d− 3)-tuple of real numbers, which measures
how far the given candidate is from being a (2d− 1)-fan of hyperplanes. Finally we will
check that if there were no equipartition, the test map would yield an equivariant map
Vd,2 → S2d−4, which would contradict Lemma 4.1. The details follow.

For the proof we may assume that every nonempty open set has a positive µ-measure.
(Given an arbitrary µ, we can consider the convolution µ ∗ γε of µ with a suitable
probability measure γε whose density function is everywhere nonzero but for which all
but at most ε of the mass lies in a ball of radius ε around 0. The convolution has the
required property and then, given an equipartition for each µ ∗ γε a limit argument,
letting ε→ 0, yields an equipartition for the original µ.)

Let m = 2d − 1. Suppose we are given two orthonormal vectors v, w ∈ Sd−1. Let
h be the unique hyperplane orthogonal to v that splits Rd into two halfspaces of equal
measure with respect to µ. We say that the halfspace in the direction of v is “above” h,
and the other halfspace is “below” h.

Let ` be a (d− 2)-flat orthogonal to w contained in h. Note that ` splits h into two
half-hyperplanes. We say that the half of h in the direction of w lies “left” of `, and the
other half of h lies “right” of `.
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Figure 2: 2m half-hyperplanes coming out of ` that partition the measure µ into 2m
equal parts. (Here m = 5.)

Every half-hyperplane with boundary ` is uniquely determined by the angle it makes
with the left half of h. Let f0, f1, . . . , f2m−1 be 2m half-hyperplanes coming out of `,
listed in circular order, that split the measure µ into 2m equal parts, as follows:

• f0 is the left half of h;

• f1, . . . , fm−1 lie above h;

• fm is the right half of h; and

• fm+1, . . . , f2m−1 lie below h.

See Figure 2.
For i = 1, . . . ,m − 1, let αi be the angle between f0 and fi, and let βi be the angle

between fm and fm+i. Let γi = αi − βi. Note that γi = 0 means that fi and fm+i are
aligned into a hyperplane.

Translating ` within h to the left causes the αi’s to increase and the βi’s to decrease,
while translating it to the right has the opposite effect. Therefore, there exists a unique
position of ` for which

∑
αi =

∑
βi, or equivalently,

∑
γi = 0, and we fix ` there. In

this way, we have defined each αi and βi as a function of the given vectors v, w. Using
the assumption that µ is absolutely continuous with respect to the Lebesgue measure
and each open set has a positive µ-measure, it is routine to verify the continuity of the
αi and βi as functions of v and w.

Let us examine what happens when we change the sign of v or w. We have:

αi(−v, w) = π − βm−i(v, w), βi(−v, w) = π − αm−i(v, w),
αi(v,−w) = π − αm−i(v, w), βi(v,−w) = π − βm−i(v, w).

See Figure 3. Therefore,

γi(−v, w) = γm−i(v, w),
γi(v,−w) = −γm−i(v, w).
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Figure 3: The effect of changing the sign of v (left) or w (right).

Now we introduce a suitable change of coordinates in the target space so that the resulting
map behaves as the map g considered in Lemma 4.1. Namely, we set

λi = γi − γm−i, for i = 1, . . . , (m− 1)/2;
µi = γi + γm−i, for i = 2, . . . , (m− 1)/2.

Note that

λi(−v, w) = −λi(v, w), µi(−v, w) = µi(v, w),
λi(v,−w) = λi(v, w), µi(v,−w) = −µi(v, w).

We have γi = 0 for all i if and only if λi, µi = 0 for all i. (Recall that
∑
γi = 0.)

Now we define the “test map” G : Vd,2 → Rm−2 by

G(v, w) = (λ1, . . . λ(m−1)/2, µ2, . . . , µ(m−1)/2).

Then, our desired equipartition of µ exists if and only if G(v, w) = (0, . . . , 0) for some
(v, w).

But G is a continuous map such that flipping v flips the first (m − 1)/2 = d − 1
coordinates of the image, while flipping w flips the last (m − 3)/2 = d − 2 coordinates
of the image. If we had G 6= (0, . . . , 0) for all (v, w), the map g : Vd,2 → S2d−4 given
by g(v, w) = G(v, w)/‖G(v, w)‖ would contradict Lemma 4.1. Therefore, the desired
equipartition exists.

We conclude this section by proving Theorem 1.8, which shows that Theorem 1.7 is
best possible, in the sense that an equipartition of a measure µ in Rd by a fan of 2d or
more hyperplanes does not necessarily exist. The proof is based on the following lemma:

Lemma 4.2. Let m > 0 be an integer and let t ≥ 2d+m−1. Then there exists a t-point
set T ⊂ Rd which cannot be covered by any m-fan in Rd.

The basic idea, roughly speaking, is that an m-fan in Rd has 2d + m − 2 degrees of
freedom, while each point in T takes away one degree of freedom. Therefore, T can be
completely covered by an m-fan only if it is degenerate an appropriate sense.
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Proof of Lemma 4.2. For convenience we first prove the result in RPd, the d-dimensional
projective space, and then we show that the result also applies to Rd.

A set of m hyperplanes in RPd share a common (d− 2)-flat if and only if their dual
points, when considered as vectors in Rd+1, span a vector space of dimension at most 2.
Thus, define the projective variety

V =
{

(p1, . . . , pm) ∈ (RPd)m : rank(p1, . . . , pm) ≤ 2
}
,

where rank(p1, . . . , pm) denotes the dimension of the vector space spanned by p1, . . . , pm
as vectors in Rd+1. The variety V has dimension dimV = 2d+m− 2.

Given a point p = p0 : p1 : · · · : pd ∈ RPd, let p∗ = {x0 : · · · : xd ∈ RPd :
∑

i xipi = 0}
denote the hyperplane dual to p. For each v = (p1, . . . , pm) ∈ V , let v∗ =

⋃
i p
∗
i ⊂ RPd

be the variety which consists of the union of the hyperplanes dual to the points in v.
Finally, define the moduli space

C =
{

(v, q1, . . . , qt) ∈ V × (RPd)t : q1, . . . , qt ∈ v∗
}

of all t-tuples of points lying on a fan v∗, for all v ∈ V . The dimension of C is dimC =
dimV + t(d− 1) = 2d+m− 2 + t(d− 1).

Consider the projection map π : V × (RPd)t → (RPd)t. Then the projection π(C) is
the set of t-tuples of points in RPd that can be covered by an m-fan. By the Tarski–
Seidenberg Theorem [?] π(C) is a semialgebraic subset of (RPd)t. Since projection does
not increase dimension, π(C) is of dimension at most 2d + m − 2 + t(d − 1), which by
our choice of t is smaller than td = dim(RPd)t.

Thus, there exists a t-point set T in RPd that cannot be covered by an m-fan. Finally,
a generic Rd inside RPd completely contains T , and the lemma follows.

Proof of Theorem 1.8. Given an integer m ≥ 2d, let t = 2m−1. We have t ≥ 2d+m−1,
so by the preceding lemma there exists a t-point set T ⊂ Rd that cannot be covered by
any m-fan in Rd.

There must exist a positive radius r such that, for every m-fan F in Rd, some point
of T lies at distance at least r from the closest hyperplane in F . (Otherwise a limit
argument would yield an m-fan that covers T .)

Let Cr(p) denote the ball of radius r centered at p. Let µ be the uniform measure
on
⋃
p∈T Cr(p). Then, in every partition of Rd into 2m parts by an m-fan, there exists

a part that completely contains one of the balls Cr(p). This part has measure at least
1
t > 1/(2m), and so the partition is not an equipartition.

5 Stabbing many triangles in Rd

In this section we prove Theorem 1.6 by means of Theorem 1.7. The proof is an extension
of the technique in [Buk06] for the case d = 2.

By a standard approach (see e.g. Theorem 3.1.2 in [Mat08]), Theorem 1.7 implies the
following discrete version, which is what we actually use:
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Figure 4: (a) A triangle with three short sides always contains x. (b) The triangles with
one medium side can be partitioned into pairs, such that at least one triangle from each
pair contains x. (c) A triangle with one long side never contains x.

Corollary 5.1. Let S be a set of n points in Rd. Then there exist 2d − 1 hyperplanes
passing through a common (d − 2)-flat that divide the space into 4d − 2 parts, each
containing at most n/(4d− 2) +O(1) points of S.

We start with the following lemma:

Lemma 5.2. Let `0, . . . , `m−1 be m lines in the plane passing through a common point
x, dividing the plane into 2m sectors. Let P = {p0, . . . , p2m−1} be 2m points, one from
each sector, listed in circular order around x. Then, out of the

(
2m
3

)
triangles defined by

P , at least (m + 1)m(m − 1)/3 contain x. (This minimum is achieved if P ∪ {x} is in
general position, in particular if no two points of P are collinear with x.)

Proof. Let pipj be a directed segment joining two points of P , and let d = (j−i) mod 2m.
If 0 ≤ d ≤ m − 1, we call the segment pipj short ; if d = m, we call it medium; and if
m+ 1 ≤ d ≤ 2m− 1, we call it long.

A triangle pipjpk, with i < j < k, can have either three short sides, or two short sides
and one medium side, or two short sides and one long side.

It is easy to see that all the triangles with three short sides contain x, and none of
the triangles with one long side contain x. Furthermore, the triangles with one medium
side can be grouped into pairs, such that from each pair, at least one triangle contains x
(exactly one triangle if P ∪ {x} is in general position). See Figure 4.

The number of triangles with three short sides is

2m
3
(
1 + 2 + · · ·+ (m− 2)

)
=
m(m− 1)(m− 2)

3
;

and the number of triangles with one medium side is 2m(m−1). Thus, P defines at least

m(m− 1)(m− 2)
3

+m(m− 1) =
(m+ 1)m(m− 1)

3

triangles that contain x (exactly these many if P ∪ {x} is in general position).

Corollary 5.3. Let h0, . . . , hm−1 be m hyperplanes in Rd that pass through a common
(d− 2)-flat ` and divide space into 2m parts. Let P = {p0, . . . , p2m−1} be 2m points, one
from each part. Then P defines at least (m+ 1)m(m− 1)/3 triangles that intersect `.

13



Proof of Theorem 1.6. Let S be an n-point set in Rd. By Corollary 5.1 there exist 2d−1
hyperplanes that pass through a common (d− 2)-flat ` and partition S into parts of size
at most n/(4d− 2) +O(1) each. We show that ` is our desired (d− 2)-flat.

Each part has at least n/(4d−2)−O(1) points, so there are at least
(

n
4d−2 −O(1)

)4d−2

ways to choose 4d− 2 points, one from each part.
By Corollary 5.3, each such choice of points defines at least 2d(2d − 1)(2d − 2)/3

triangles that intersect `. On the other hand, each such triangle is counted at most(
n

4d−2 +O(1)
)4d−5

times. Thus the number of triangles intersected by ` is at least

(
n

4d− 2
−O(1)

)4d−2

· 2d(2d− 1)(2d− 2)
3

/(
n

4d− 2
+O(1)

)4d−5

=
d2 − d

6(2d− 1)2
n3 −O(n2).

6 Discussion

The main open problem is to determine the exact value of the constants cd of the First
Selection Lemma for d ≥ 3. There remains a multiplicative gap of roughly (d − 1)!
between the current lower bound (1) and our upper bound (given by Theorem 1.3). We
conjecture that Theorem 1.3 is tight, and that the correct constants are cd = (d+1)−(d+1).

We suspect that the construction in Theorem 1.3 also witnesses sharpness of The-
orem 1.6. But, to our embarrassment, we have been unable to find even the line that
stabs most triangles in this construction for d = 3.

6.1 A generalization of centerpoints

Rado’s Centerpoint Theorem [Rad47] implies that for every n-point set S in Rd there
exists a (d − 2)-flat ` that lies at depth n/3 with respect to S, in the sense that every
halfspace that contains ` contains at least n/3 points of S. (Simply project S into an
arbitrary plane.)

But the (d − 2)-flat ` of Corollary 5.1 lies at depth (d − 1)n/(2d − 1) − O(1) with
respect to S. (Indeed, every halfspace that contains S completely contains 2d− 2 of the
4d− 2 parts mentioned in Corollary 5.1.) We do not know whether this bound is tight.

This suggests the following generalization of Rado’s Theorem: If S is an n-point
set in Rd and 0 ≤ k < d, then there always exists a k-flat at depth δd,kn with respect
to S—a “center-k-flat”—for some constants δd,k. The general question of determining
these constants δd,k has not been explored, as far as we know. (The formula δd,k =
(k + 1)/(d+ k + 1) seems to fit all the currently known data.)

6.2 From the First Selection Lemma to the Second

The First Selection Lemma has been generalized by Bárány et al. [BFL90], in conjunction
with Alon et al. [ABFK92], and Živaljević and Vrećica [ŽV92], to the following result,
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called the Second Selection Lemma in [Mat02]:
If S is an n-point set in Rd and F is a family of m ≤

(
n
d+1

)
d-simplices spanned by

S, then there exists a point p ∈ Rd contained in at least

c′d

( m

nd+1

)sd

nd+1 (6)

simplices of F , for some constants c′d and sd that depend only on d. (Note that m/nd+1 =
O(1), so the smaller the constant sd, the stronger the bound.)

The Second Selection Lemma is an important ingredient in the derivation of non-
trivial upper bounds for the number of k-sets in Rd (see [Mat02, ch. 11] for the definition
and details). The derivation proceeds by “lifting” the lemma by one dimension, obtaining
that if F is a family of m d-simplices spanned by n points in Rd+1, then there exists a
line that stabs Ω

((
m

nd+1

)sd nd+1
)

simplices of F .
Does this lifting step result in a loss of tightness? If we may make an analogy from

the results of this paper, it seems that the answer is yes. (As we showed, c2,0 = 1/27 by
Theorem 1.3, whereas c3,1 ≥ 1/25 by Theorem 1.6.)

The current best bound for the Second Selection Lemma for d = 2 is Ω(m3/(n6 log2 n)),
due to Eppstein [Epp93, NS] (so s2 can be taken arbitrarily close to 3 in (6)). On the
other hand, we know that if F is a set of m triangles in R3 spanned by n points, there
exists a line (specifically, a line determined by two points of S) that stabs Ω(m3/n6)
triangles of F (see [DE94] and [Smo03] for two different proofs of this fact). It might
turn out that this logarithmic gap between the two cases is an artifact of the current
proofs, but we believe that the three-dimensional problem does have a larger bound than
the planar one.
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40:141–152, 1982.

[BB49] Robert C. Buck and Ellen F. Buck. Equipartition of convex sets. Math. Mag.,
22:195–198, 1948/49.

[BF77] Endre Boros and Zoltán Füredi. Su un teorema di Kárteszi nella geometria
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[Mat02] Jǐŕı Matoušek. Lectures on Discrete Geometry. Springer-Verlag New York,
Inc., Secaucus, NJ, USA, 2002.
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2003. http://www.inf.ethz.ch/~emo/DoctThesisFiles/wagner03.pdf.

[Wen62] J. G. Wendel. A problem in geometric probability. Math. Scand., 11:109–111,
1962.
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A The planar construction of Boros and Füredi

Boros and Füredi [BF84] constructed a planar n-point set Pn for which, they claimed, no
point x ∈ R2 is contained in more than n3/27 + O(n2) triangles spanned by Pn. There
is a problem in their construction, however, and, as we show here, there exists a point x
contained in

(
1
27 + 1

729

)
n3 triangles spanned by Pn.

Their set Pn lies on the unit circle, and it consists of three clusters of n/3 points,
denoted A, B, and C.

Each cluster is very small (sufficiently so), and the clusters are separated by an
angular distance of roughly 2π/3 from each other. The construction is not symmetric,
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however. The points in cluster A are uniformly separated, while the points in clusters
B and C are separated by rapidly increasing distances (sufficiently rapidly so), with the
distances increasing away from A; see Figure 5(a).

Now, let x be a point in the convex hull of B ∪ C. For each point b ∈ B, trace a line
`b from b through x, until it intersects the unit circle again at b′. Let B′ denote the set
of these points b′. If B is sufficiently small and x is not too close to B, then the lines `b
will be almost parallel to each other.

The relative order between the points of B′ and the points of C along the unit circle
determines the number of triangles of the form ABC, BBC, and BCC that contain x. (By
a triangle of the form ABC we mean a triangle abc with a ∈ A, b ∈ B, c ∈ C; and so on.)

In fact, each triangle of the form ABC containing x corresponds to a triple ab′c, with
a ∈ A, b′ ∈ B′, c ∈ C, such that c is farther from a than b′. Similarly, each triangle of
the form BBC containing x corresponds to a triple b′1b

′
2c, with b′1, b

′
2 ∈ B′, c ∈ C, where c

lies between b′1 and b′2. And each triangle of the form BCC containing x corresponds to
a triple b′c1c2, with b′ ∈ B′, c1, c2 ∈ C, where b′ lies between c1 and c2.

Note that the distances between the points of B′ increase rapidly towards A. Also
note that moving the point x towards or away from B has the effect of enlarging or
shrinking the image B′, while moving x sideways has the effect of moving B′ sideways.

Therefore, it is not hard to see, we can position the point x such that the order of
the points in B′ ∪ C, reading towards A, is: 2n/9 points of C, followed by n/9 points of
B′, followed by n/9 points of C, followed by 2n/9 points of B′; see Figure 5(b).

It follows that x is contained in 8
243n

3 triangles of the form ABC, 2
729n

3 triangles of
the form BBC, and 2

729n
3 triangles of the form BCC. Thus, x is contained in a total of

28
729n

3 = ( 1
27 + 1

729)n3 triangles.
On the other hand, it can be checked that this point x is the one that stabs asymp-

totically the maximum number of triangles. Hence, this construction gives a bound of
c2 ≤ 1/27 + 1/729.
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