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In the twelfth lecture we cover Chapter III.4. Distribution of additive functions and mean values of multiplicative functions in G. Tenenbaum's book [6], up to page 511 .

Chapter III.4. Distribution of additive functions and mean values of multiplicative functions

The following are Theorems 4.1 (Erdős-Wintner, 1939) and 4.2 (Delange), Lemma 4.3, Theorems 4.4 (Delange), 4.5 (Halász), 4.6 (Wirsing) and 4.7, Lemmas 4.8, 4.9 (Gallagher), 4.10 (Montgomery-Wirsing) and 4.11, Corollary 4.12, Lemma 4.13 and Theorems 4.14 (Hall and Tenenbaum, 1991) and 4.15 (Erdős and Kac, 1939; Rényi and Turán, 1958) in [6].

Theorem 1 An additive function $f: \mathbb{N} \rightarrow \mathbb{R}$ has a limiting distribution $\Longleftrightarrow$ there is an $R>0$ such that the three series (a) $\sum_{|f(p)|>R} \frac{1}{p}$, (b) $\sum_{|f(p)| \leq R} \frac{f(p)^{2}}{p}$ and (c) $\sum_{|f(p)| \leq R} \frac{f(p)}{p}$ simultaneously converge. If it is the case then the characteristic function of the limit law is given for any $\tau \in \mathbb{R}$ by the convergent product

$$
\varphi(\tau)=\prod_{p}(1-1 / p) \sum_{\nu \geq 0} \exp \left(i \tau f\left(p^{\nu}\right)\right) / p^{\nu}
$$

The limit law is pure, and it is continuous iff $\sum_{f(p) \neq 0} \frac{1}{p}=+\infty$.
This theorem is from [2].
In the following $D=\{z \in \mathbb{C}:|z| \leq 1\}$ is the unit complex disc.
Theorem 2 Let $g: \mathbb{N} \rightarrow D$ be multiplicative. (i) If the mean value $M(g):=$ $\lim _{x \rightarrow+\infty} \frac{1}{x} \sum_{n \leq x} f(n) \neq 0$ then (a) the series $\sum_{p}(1-g(p)) / p$ converges and (b) $\exists \nu \in \mathbb{N}$ such that $g\left(2^{\nu}\right) \neq-1$. (ii) If (a) holds then the mean value $M(g)$ exists and is given by the formula

$$
M(g)=\prod_{p}(1-1 / p) \sum_{\nu \geq 0} g\left(p^{\nu}\right) / p^{\nu} .
$$

Lemma 3 Let $H>0$ and let $\left(u_{n}\right),\left(v_{n}\right) \subset \mathbb{C}$ be such that always $1+u_{n}+v_{n} \neq 0$ and $\sum_{n}\left(\left|u_{n}\right|^{2}+\left|v_{n}\right|\right) \leq H$. Then $\prod_{n}\left(1+u_{n}+v_{n}\right)$ converges iff $\sum_{n} u_{n}$ converges. Then

$$
\left|\prod_{n}\left(1+u_{n}+v_{n}\right)\right| \leq \exp \left(6 H+\sum_{n} \operatorname{Re}\left(u_{n}\right)\right) .
$$

Theorem 4 Let $g: \mathbb{N} \rightarrow D$ be multiplicative. If $\sum_{p}(1-\operatorname{Re}(g(p))) / p<+\infty$ then for $x \rightarrow+\infty$ it holds that

$$
\frac{1}{x} \sum_{n \leq x} g(n)=\prod_{p \leq x}(1-1 / p) \sum_{\nu \geq 0} g\left(p^{\nu}\right) / p^{\nu}+o(1) .
$$

"Theorem 4.4 has not been published by Delange but has been object of several oral expositions."

Theorem 5 Let $g: \mathbb{N} \rightarrow D$ be multiplicative. If there is a $\tau \in \mathbb{R}$ such that (s): $\sum_{p}\left(1-\operatorname{Re}\left(g(p) p^{-i \tau}\right)\right) / p$ converges, then for $x \rightarrow+\infty$ it holds that

$$
\frac{1}{x} \sum_{n \leq x} g(n)=\frac{x^{i \tau}}{1+i \tau} \prod_{p \leq x}(1-1 / p) \sum_{\nu \geq 0} \frac{g\left(p^{\nu}\right)}{p^{\nu(1+i \tau)}}+o(1)
$$

If the series ( s ) does not converge for any $\tau$ then

$$
\frac{1}{x} \sum_{n \leq x} g(n)=o(1)
$$

This theorem is from [3].
Theorem 6 Let $g: \mathbb{N} \rightarrow[-1$,$] be multiplicative. Then$

$$
\lim _{x \rightarrow+\infty} \frac{1}{x} \sum_{n \leq x} g(n)=\prod_{p}(1-1 / p) \sum_{\nu \geq 0} g\left(p^{\nu}\right) / p^{\nu}
$$

"where the infinite product is to be taken as zero when it diverges."
This theorem is from [7].
Let $G(x):=\sum_{n \leq x} g(n), F(s):=\sum_{n} g(n) / n^{s}(\sigma>1)$ and for $T, \alpha>0$, $H_{T}(\alpha)^{2}:=\sum_{\substack{k \in \mathbb{Z} \\|k| \leq T}} \frac{1}{k^{2}+1} \max \underset{|\tau-\alpha| \leq 1 / 2}{\sigma=1+\alpha}|F(s)|^{2}$.

Theorem 7 For any multiplicative $g: \mathbb{N} \rightarrow D$, with this notation it uniformly holds for $T>0$ and $x \geq 2$ that

$$
G(x) \ll \frac{x}{\log x} \int_{1 / \log x}^{1} H_{T}(\alpha) \mathrm{d} \alpha / \alpha+\frac{x}{T} .
$$

Lemma 8 Let $M \subset \mathbb{R}$ be compact and $f_{n}: M \rightarrow \mathbb{R}, n \in \mathbb{N}$, be continuous functions such that $f_{1} \leq f_{2} \leq \ldots$ and for any $x \in M$ one has that $\lim _{n \rightarrow \infty} f_{n}(x)=+\infty$. Then this limit is uniform,

$$
\forall c \exists n_{0} \forall x \in M \forall n \geq n_{0}: f_{n}(x)>c .
$$

Proof. In not, there is a $c$ and sequences $n_{1}<n_{2}<\ldots$ and $\left(x_{m}\right) \subset M$ such that for any $m$ one has that $f_{n_{m}}\left(x_{m}\right) \leq c$. We may assume that $\lim _{m \rightarrow \infty} x_{m}=$ $x_{0} \in M$. Let $n$ be arbitrary but fixed. Then for any large $m$,

$$
f_{n_{m}}\left(x_{m}\right) \geq f_{n}\left(x_{m}\right) \geq f_{n}\left(x_{0}\right)-1
$$

because $\lim _{m \rightarrow \infty} f_{n}\left(x_{m}\right)=f_{n}\left(x_{0}\right)$. Thus $f_{n}\left(x_{0}\right) \leq c+1$ and it is not true that $\lim _{n \rightarrow \infty} f_{n}\left(x_{0}\right)=+\infty$.

In the case of convergence of $f_{n}$ to a function $f$ this is Dini's theorem.
The next three lemmas are needed for the proof of Theorem 7 .
Lemma 9 Let $\lambda_{1}, \ldots, \lambda_{N}$ for $N \in \mathbb{N}$ be distinct real numbers and let $\delta_{n}:=$ $\min _{m \neq n}\left|\lambda_{m}-\lambda_{n}\right|$. Then for all $T>0$ and $a_{1}, \ldots, a_{N} \in \mathbb{C}$

$$
\int_{-T}^{T}\left|\sum_{n=1}^{N} a_{n} \mathrm{e}\left(\lambda_{n} t\right)\right|^{2} \mathrm{~d} t \ll \sum_{n=1}^{N}\left|a_{n}\right|^{2}\left(T+1 / \delta_{n}\right),
$$

where the implied constant is absolute. In particular, for any Dirichlet series $\sum_{n \geq 1} a_{n} / n^{s}$ with abscissa of convergence $<\alpha$, it uniformly holds for $T>0$ and $\sigma \geq \alpha$ that

$$
\int_{-T}^{T}|F(s)|^{2} \mathrm{~d} \tau \ll \sum_{n \geq 1} \frac{\left|a_{n}\right|^{2}}{n^{2 \sigma}}(T+n) .
$$

Lemma 10 If Dirichlet series $A(s):=\sum_{n \geq 1} a_{n} / n^{s}$ and $B(s):=\sum_{n \geq 1} b_{n} / n^{s}$ converge for $\sigma \geq 1$ and $\left|a_{n}\right| \leq b_{n}$, then for $T \geq 0$ and $\sigma>1$,

$$
\int_{-T}^{T}|A(s)|^{2} \mathrm{~d} \tau \leq 3 \int_{-T}^{T}|B(s)|^{2} \mathrm{~d} \tau .
$$

Lemma 11 Let $g: \mathbb{N} \rightarrow D$ be multiplicative. Then for $\sigma>1$ we have that $\sum_{n \geq 1} g(n) / n^{s}=(1+D(s)) F_{1}(s) J(s)$ where

$$
D(s)=\sum_{\nu \geq 1} \frac{g\left(2^{\nu}\right)}{2^{\nu s}}, F_{1}(s)=\exp \left(\sum_{p>2} g(p) / p^{s}\right)
$$

and where $J(s)$ is a function holomorphic on $\sigma>\frac{1}{2}$ that for $\sigma \geq 1$ satisfies $1 \ll J(s) \ll 1$ and $J^{\prime}(s) \ll 1$.

The following is an effective form of Halász Theorem 5.
Corollary 12 Let $g: \mathbb{N} \rightarrow D$ be multiplicative and for $x, T \geq 2$ let

$$
m(x, T):=\min _{|\tau| \leq T} \sum_{p \leq x} \frac{1-\operatorname{Re}\left(g(p) p^{-i \tau}\right)}{p} \text { and } R(x, T):=\frac{1+m(x, T)}{\mathrm{e}^{m(x, T)}}+\frac{1}{T}
$$

Then $\sum_{n \leq x} g(n) \ll x R(x, T)$.

Lemma 13 Let $h: \mathbb{R} \rightarrow \mathbb{R}$ be a $2 \pi$-periodic function that has on $[0,2 \pi]$ bounded variation and has $\bar{h}:=\frac{1}{2 \pi} \int_{0}^{2 \pi} h(t) \mathrm{d} t$. Let $M(h):=\sup _{t}|h(t)|$ and $V(h):=$ $\int_{0}^{2 \pi}|\mathrm{~d} h(t)|$. Then for any $\tau, w, z \in \mathbb{R}$ with $\tau \neq 0$ and $1<w<z$,

$$
\sum_{w<p \leq z} \frac{h(\tau \log p)}{p}=\bar{h} \log \left(\frac{\log z}{\log w}\right)+O\left(\frac{V(h)}{|\tau| \log w}+\frac{M(h)+(1+|\tau|) V(h)}{\mathrm{e}^{\sqrt{\log w}}}\right) .
$$

Theorem 14 Let $\varphi_{0} \in(0,2 \pi)$ be the unique solution of $\sin \varphi+(\pi-\varphi) \cos \varphi=$ $\pi / 2$ and $K:=\cos \varphi_{0} \approx 0.32867$. Then for any $x \geq 2$ and any multiplicative function $g: \mathbb{N} \rightarrow[-1,1]$,

$$
\sum_{n \leq x} g(n) \ll x \exp \left(-K \sum_{p \leq x} \frac{1-g(p)}{p}\right)
$$

where the implicit constant does not depend on $g$.
This theorem is from [4].
Let

$$
\Phi(y):=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{y} \mathrm{e}^{-t^{2} / 2} \mathrm{~d} t
$$

be the normal distribution function. As usual, $\omega(n)$ is the number of prime factors of $n$.

Theorem 15 For any $N \in \mathbb{N} \backslash\{1\}$ and $y \in \mathbb{R}$,
$N^{-1}|\{n \leq N: \omega(n) \leq \log \log N+y \sqrt{\log \log N}\}|=\Phi(y)+O(1 / \sqrt{\log \log N})$
where the implicit constant is absolute.
This theorem is from [1] and [5].

## References

[1] P. Erdős and M. Kac, On the Gaussian law of errors in the theory of additive functions, Proc. Nat. Acad. Sci. U.S.A. 25 (1939), 206-207
[2] P. Erdős and A. Wintner, Additive arithmetical functions and statistical independence, Amer. J. Math. 61 (1939), 713-721
[3] G. Halász, Über die Mittelwerte multiplikativer zahlentheoretischer Funktionen, Acta Math. Acad. Sci. Hung. 19 (1968), 365-403
[4] R. R. Hall and G. Tenenbaum, Effective mean value estimates for complex multiplicative functions, Math. Proc. Camb. Phil. Soc. 110 (1991), 337-351
[5] A. Rényi and P. Turán, On a theorem of Erdős-Kac, Acta Arithm. 4 (1958), 71-84
[6] G. Tenenbaum, Introduction to Analytic and Probabilistic Number Theory, AMS, Providence, RI 2015 (Third Edition. Translated by Patrick D. F. Fion)
[7] E. Wirsing, Das asymptotische Verhalten von Summen über multiplikative Funktionen II, Acta Math. Acad. Sci. Hung. 18 (1967), 411-467

