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O'N ALGORITHMIC SOLVABILITY OF TRAHTENBROT-Z2YKOV PROBLEM

I. Hﬂﬁﬂlﬂﬁn&moz

I.1 Tranhtenbrot-Zviov problem.

We consider undirected graphs withount loops a2nd maliiple
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e . Let V{35 be the vertex set and E(G) the edge set of &
graph O. For w=V(G) let [{(v)i={usV(G): (u,v)eE{G)} and for

U=YiG) let G/0 dencte thse subgraph of G induced by the sat 1.
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artax v in &, dencted by HN{v,G),
e mean the subgraph of G induced by the set of all vertices
adjacant to v, 1.=.

N{w,{31=3,/T(v).

.

The neighbhourhood g=t of G iz the ast

.4-

N(G)={H{v,G3): w=V{&)},
while isomorphic graphs are considered as identical,

.i..

At the Smolenice aymposiom {1869

St
ﬂ

Zvkov  posed  the
following problem : For which finite graphs H  does thers

axiazt a {finite} gr:

m
Iy D

ph 3 with B{GY={H} 7

The origin of the interesst to  this problem lies  in

Trahtenbrot s inveatigationa in automata theory yielding  the

nam= Trahtenbrot-2vkoy  problem  {(in the following T-2
problen)y. Thers are two modifications of T-Z problem nansly

the finite (the graph & is required to be  finite) and the
infinite ons.
T-Z problam  has  been atudisd by many anthors

nevartheless itz aclution iz known only for special clasae
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of graphs such ag paths, cyeles, sraphs homsomorphic to a

ot

star (for a asurvey =zee [2]). This Ffact led to the conjecture

that T-2 problem iz algorithmically unzclvable in the clas

of all graphs. The followins theorem was  proved  in il by

Bulitkeo.

"*-

Theorem A : Thers exists no algorithm  which, ziven a

finite graph H, will determins whether there exiatzs a graph G

[l

An analogous result for the finite modification of T-2
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firat part of the present
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problem iz unknown till
papsr we prove
H7m01m1~mw"%wmwmmxwmﬂmmﬂwww$Hp+rBﬂﬁwﬁmvwmp m

finite ast W of finite graphs, will deternmine whether there

o~

In thes zsoond part, the infinite modification of T-2

problem iz studied and a new proof of Theorem 8 iz given .
1.2 Fost correspondence avatams.

Bulitke provaed Theorenm A uaing the algorithmic
ungolvability of "dominoe problem”™ (Kahr, Moore and Hao Wang,
1862% . We use the classical “"Pozst  correspondence  problem™,
which is alsoc known to be algorithmically unaolvable (zse for
example [37).

o

The Post correspondence ayatem 35 iz an  ordered  pair

<A,EB», where A,B are n-tuples of non-empty finite words over



the alphabat {a,b},

A={u ,...,ua 1, EBzl{wv ,....,¥v 1.

1 TN 1 sl

A soluation of S is & finite sequence of wanbers
i,i .. .., from the set {1,...,0} such that

S.C...\C.Hwﬁ.ﬂ...~4.‘
Tt i [ i
1 2 r 1 2 r

The ayvmbaol uv denotes the concatenation of the wordas u

and v.
Example 1: Lat 3=z<A,EB», wnmza,:m“zmw and mnmcwvﬁm“qwuq
whers
Epndm =habb
1 _=bhs zaabs
2 Dha v, ba
babbab dwuuw.
The system S has the solution 1,Z,1,3, since IR
—habbaabababbabzv v v v

i 2 1 3°

The Poat ecorreapondencs problem for 5 iz to determine

whether © has a aclution. There iz no algorithm  which can
aolve FPost problem in finitely many asteps for any given Foat

tan.

2]

Y

II. On the algorithmic solvability of the finite

"

modification of T-Z problem

Firat we will =study the relaticnship betwssn Fost
problem and  the exiatence of labellad graphs with a

preascribed neighbourhood ae



I11.1 Labelled graphs and their neighbourhoods

The labelled graph iz an ordered pair (G,f), where G iz

a graph and £ is & mapping of V(G) on a finite alphabet Z. If

veV{G}, then f{v} iz called the colour of the vartex v. The

f-neighbourhood of v=V{G) iz defined as the rooted labelled
graph

z»,??i (G/T(vi3Uv), £/T(viU{v})
with the root v. (£/0 denotea the restriction of the mapping
f to U.) By the f-neighbourhood ast of a labelled sgraph (G, f)
we underatand the zst

zwﬁwunﬁmmﬁqaﬂw” veV ()},

>

Two rooted labelled graphs are considered as  identical, if

there exists their isomorphiam pressrving the labelling of

the vertices and mapping the root of one graph onto the root

How we aszsign a finite labelled graph Ammummu to  every

i

Fost system & having a2 solution and we describe a method how

n

to assign to any Fost system S a system of sets M(S) with the

L

following properiiss:

1. If 5 has a solntion, then zm ﬁﬁmw = M{SY.

Z. If there exists a finite labelled graph (G,f) such

that H ﬁmvw;z Y, than 5 has a =z=clution
I1.2 Conatruction of the graph Am ﬁmv.

Let 5= m: NN 1, hd A 1> be a Post system with

=, P~ ra I 3 3 o ) - - -
the =oclution IS rz2. Let LS TN R AR N

anﬁﬁ aricd &de for i=1,...,r. He denote the characters of



W zuccwsgively by IR T The word w can be divided into

m
dizjoint parts corresponding to the words Koo X or
r
Vyae sV, and in this sense y, is said to bhe & haracte
(first charachter, last character) o

f the word %u or %ﬂ

Now we describe the constraction of a labelled graph

) s ) s e CIT e < = __r. - _
Qum‘.hm..v_. whers %M.ﬁiumw‘ - 2, Nkl.ﬂ..u.a#.:»\wu Ce . ....\3..&».‘ .- ..Qj,.

rmd ﬂﬂsmw naﬁ&w ﬁwmdmwﬁwamm Qpsvvvs@ aX o0, X

V. s...,¥, ecoloured as follows
{x.'ze, and T mwgun@ﬁu for every j=1,....,r;
J b

if g, =a, than wmmWwwum, otherwiass mﬂxwqu for R2YSrY
If 9. iz a character of mu or v, then E{G.) contains
Aﬁxu%uw or ﬁ@ru%‘wu regspectively.  Let  the edges mﬂwuﬁFﬁv,

(x.,20. ), {v.,v. } for k=1,...,m-1, j=1,...r-1 belong to

E ﬂ i3 w 3 oo .

=
Fuarthermore, for every pair of +the vertices mr“ MTi
such that = is the last charzacter of %u arnd e,y is the
first character of x. , we add ; e-coloured vertex adiacent

1+l

tio Ao, L, H and x. . Bimilarly, for avery k zuch that 4,

] 1

is the last characlher Gm.ﬂwmﬁa ., ig the ITirst characier
of %TA , We =dd an coloured vertexw adiacent Lo oy s N
w@ and %%ﬁ. Let the naxt  vertices Z,.2, be s-coloured and
et (= ,x i, (3,7 z, .4, ) ant E_ LX) Z_,Y. ) (z_,49. )
w. Ha.,nru.,,_ ﬁ H.q.wwhvu m u.u.ﬁu'm ..um.._.w Ader..u.u. ADNu%ﬂmu ..ENu .w.g‘\
belong to mwﬁmu.

{For the Pozst asvatem from Example 1 this part of G is

sketoched on Fig. 1.3

Finally, we add mtﬁaw:zﬁ d wvertices 1 N adges
-

- . " . .- . i - ) - - JENEN o e
(z,.&8,).0e,.8,) . ...0(& _,.&g _) (g _,3,) and edges (g, .x),

o

s

(g..x. ), (g .v.), (g.v. ) for i=1,...,r-1.

1 1+4 7 7 1 v IR R S 3



VPV

d, | d, d, dy

I7T.3 Definition of the svstem M{5}.

By & wheel we mean a graph obitained from & cycle by

adding one universal vertex, i.e. 3 vertex adjiacent o =a2ll

others vertices. Let Qe s ---a4 2 and wIg g, .. .4 Symbol
m

m

+

W(a.w) denctes the rooied labelled graph  isowmoryphic +to  the

4
HA
n
ot
g
o

whesl with 0+l vertices, whose universal wertex

i,J.E be arbitrary valoes from the set {1,...,n}. Let M (5)

o

2 the set of all gravhs from Fig.2 and M. (2) the set of =1l

2
graphs from Fig.3. At every vertex the set of its available
colours is writitea . The “empty symbol” XA, writiten at a

vertex v, means replacing v and incident edges by an  edge,
conrnechting vertices adiacent to v on the cycle.

Next we give the exact description of 3 (s and M (5).
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Let % ,...,%_ substitute

=lemer of 2.
. o elements of

Thea zat mpﬁw. containg all  graphs Eﬁm.ﬁmﬂWawv‘ where
t efa,bl.

The ze=t xmnmw containg all following graphs

1 271 3 4

Wia,t t o t_t t, m w, Emm.wnﬁmﬁwdwﬂadu&wﬁmv.

where ﬁp»ﬁamMEMWHMwa ﬁ P A mﬁmuwwu + nﬁqmmmuyww

. 5

|/ — % o = - 1.
W{e ,kp,ge+mv W{f,t -, 3W P where #nuﬂmmm.uwaa
Wi IR e Y
zhm.&prmﬁ.ua%&u. where &nuﬁwmﬁtumu,
ETJ u N|+w ‘4 r+ Ja

where + < u 22}, teig. ), tefc,z}, Lt ele,n);

i< 2 4' s

Eﬁm L m+wﬁ¢<xﬁuvu

where = ‘h z}, #Nmmm_yw“ &wmm&uaww, b s{E, ).

Now we define M8} az the system of all subsats of

.mWC z {53}, whozse intersection with z»mmu iz non-empty.
II.4 Heighbourhoods of labelled graphs and Fost problem.
Lemma 1 : A Post system 5 haz a scluticon if and only if

thers exiata a finite wmvmwwmm graph {(G,f) =auch that

FAﬁvmbfmw.

Proof : a} Let a =system 5 have a socluticn. It is  not
difficult to sss that the graph nmm,wmv haas the dezired

b} Let Unhmsn,.-.,:3u,m¢n«....<3uu and let thers exiast a
finite labelled graph (G.f) such that zwiuwmkAmv, Consider
monm\ﬁﬂmﬁﬁmwn wm<vmﬁm,ﬁ,me\ The definition of the sets

of every a-coloured and

i
T

3uﬁmv.&mmmv impliez that the degres

b-zoloured vertesx in mo iz two and the degrees of every

z-ooloured vertex is one. Let P be aome component of mo



be proved that mﬁﬂw

1. )SE(E) for

.

j=1i,...,m-1. From th= form

of the availabhle f-neighbourhoods of = and 2. it follows
immediately that mmp HW, Ampu%uwu Ammgxwwh ﬁmmuﬁzw = E{3), |
.ﬁ OO, -
Claim 2 ¢ &t m=r
kY if wmhewnﬂw“ than Wﬂwwvumu for i=1,...,r.

) The ocycle ww%w%n...%wmwwswgnn...%pmn is & comoonent T
the graph mmmqmqmmw“ Wm¢wmﬁﬂ»v-..,ﬁ3v&p‘...vas,mww. Without
logss of generality suppose that ram. Let g, be 2 g-ooloured
vertelx adjacent Lo z, - The definition of ENHmw implies that
the f-neighbourhood of g, contain the vertices
Z,o%N, Y, X, Y, angd the next vertex {denoted by me adiacent
o x, arich v, and coloared Uw z or g. In the first case g,75,
and thus m=r=%. In the second case we can repeat & similar
consideration for g, B& for g, eto. (Ses fig. 4.y In thi way
we ohbtain the g-coloured vertices E,0---:8,_, ®uch that g, is
adizcent Lo HoaW oYY

L=t g e adjacsnt to g _, and different from ¥
v, v oand g o (or a,). If £(g )=g, ther the f-neighbour-
hood of g mas st conbain a verhtex adjacent Lo X s different
fron X - Since there is no veriex in G with this croverty,

: wﬂm»wnm. Az Amwvmaw, ﬁm»vwm =E{3}, neceszarily g ==, and m=r.
Moreover from the definition of m {5y and from the form of
the f-neighbourhoods of the vertices g....8 we obtailn

that if ﬁmzwwnm Then

,u.u

and the

-,

colonrs of  the

definition

wm%wwnmg Tor izi,...r.

>

of Emﬂmu imply tha ww

vertices I then

iLK”u '—-4
1? /N r



containing a z-colouared vertex

<1

. {Its existence follows from
N (GIn M (81720 . Cbvicusly, P is a path, whose endvartices
£ Lt E

)
dencted for exampls by =, and 2, mwm coloured by 2 and | the
next vertices by & or b

Let xeV(G).

1. If fixye{a,b,=2}, then there exists the unique vertex
adjacsent to x labelled by a colour from mﬁnvﬁ y oo 1o

>

2. If mmHWMAGHVﬁN,.-.ﬁ«w* then the restriction of the
1

f-neighbourhood of x to the set of all vertices coleoured by
a,b,z is iscworphic to a path.

Thiz impliezs that P can be divided into vertex disjoint
praths wuu.a.,mw a0 that there eaxizst vertices SRS L in
G with the following properiies: mﬁA ye{c g1 Cp1 - } and
<Amwv =J{veV{iz}y: (v, /.wmmhmv & f{vie{a,b,=}}. Bimilarly, F can
be divided into vertex awmuewﬁ& ﬁﬂ&ﬁm‘mw_,‘..m% go that there
exist vertices LPRR SRS in G suach ﬁwmﬁ; mmwwvmmau

d ,...d ¥ and qﬂm_w {veV(G): ﬁqu%.vmmmmv & f(v)e{a,b,z}}. We

obzarve =5t111 that U V¢ P= U V(F’)=V(F) and we number the
H ..-
parts mpu.,.hmw and wha,.,umm suncessively in  the direction
1

from =z to =,
1 2

Claim 1 ¢+ 8 ocontains the ecyele s x % ...x 2V ¥
1 1 2 r 27 m m-1"

S E

Lat ﬁmﬁmw4w and g mﬁmmiéw be two  adjacent  vertices of
P. The f-neighbourhood of q contains the vertices @’ and X
A= (a3’ “:.Mmm 33, the f-neighbourhood of g9 must contain  an
e-coloured vertex + and the edges m%w%ﬂvH {(t,q’1J. Thert
considering the available f-neighbourhoods of %, X .. is

adjacent to t and Axwfuiﬁummﬁmv- In an analogous way, it ecan

A0
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Define a graph hﬁ

V(L )= U VG, ),

veEV LY

mmmﬁun U mnm<owﬁ%u%un %mﬂmm<vﬁw uv (ua,vIieE(L)}

veEV (L

If M is a set of rooted labelled graphs (over Z), then

Lemma 2 : Let ¢ :Z 5 Z be a one-to-ones mapping.

If there existas a (finite) graph (G,f) =uch that

mﬁmmwndu then there exists o (finite) graph &' such  +that

N{G’) .
&
Proof : Let w< be a complete graph with ﬁn%rﬂdvv
vertices for every ve¥{(3). {(The sets ﬂmﬁ<u for veV{3) are
disjoint.) Furthermore, let

V(G )= U LASEND

VvEVIG)

and E(G")= U mﬁﬂ<qum%a%vu %mdﬁm<vm%mﬂmmcV@mﬁudvmmﬁmvw

veEV{G)

It is not difficnlt o see that zmmuvnzﬁ,

The converse implication holds for +the sets of the

system M(5) and for the mapping ¢ with a particunlar property,
too .

A one-to-one mapping @ : L - N» is said to be good, if
for evervy g.,q',q' '€z :

B(a’) + d(a’’) » dla).

Lemma 3 : Let & be a Post system, MeM(8) and ¢ S - %
be good. , : .

If there exists a (finite) graph G’ such that N(G )= x& .
then there exists a (finite) labelled graph (G,f) such tha

12



Huaﬁwu

Proof : Let H{3’j=M. Define a binary relation "=". For
every x,v € V{&E"} :

x=y e x=v ¥ [(x,v)=E(G ) & M{x)-{yi=T(y)-{x}]

-
ok
e
0]
;T,
l‘l 7]
gl
&
[47]
ip
iy
Pe
[2red
ot
1]
[
Y]
o+
oy
i
lig
fiv]
=
[
<
a
(o]

ences  relation.
Lat V{(G7)/= he the partition of V(G) into aquivalence classes
and for xzeV{(G’) [%2] ke the sguivalence clazss containing x.
The factor graph & iz defined as follows

V{GF1=V{3)/= ,

([x].[v]1)<E(G) & (x,v)€E(G’).

The validity of this definition folleows from the

" s+

properties of "=".

>

Conzider the graph N{x,3’), where z is any vertex of G’.

N(x,3’} is isowcrphic to a graph r& s M The wertex set of

N{x,3') can be decomposed to disjoint sets G

corresponding Lo vertex sets of the graphs G , wveV(L}. (See

the o

f[‘
Hh

initicon of L 3

el
o

ﬁ w be an universal vertex of L, %mc< for veV{(L)} and
z=y. The definition of "=" implies that if =z#x, then
zeV{H{x=,3"). Horeocver az L 1is A wheal, whose number of

vertices is greater than 4, either s=X and v=w or mma<. Thus

v E

we obtain that the sets U, weV(L)-{w} and G<Cm%w mwm.,SSHDSm
of some eguivalence classes.

Now we prove that U Uixi={x]. ©Obviously, m%umﬂacﬁ%w.
Suppose that there exists of y&l Uixt-[x] and thus V(N{x,G )
is & proper subsst of V(H{y,G ). Mly.G7) 1is isomorehnic Lo

S0ma h& < m& and ﬁzﬁmv 1) ean be decomposed  to dizajoint

aubasts £<v veV{L’}, correaponding to vertex sets of m<“
ve¥{L'}). Vertices belonging +to different seta of  the

13



partiticn inte U , veVW (L), helong also to different sets of
A4

«

the partition into E<a veV({L’ 3. This implies that if m%uMEc ,

then u is oot an  universal vertex of L7 and ammrAﬁL =
am@rmﬂ& Z 4 - a contradiction @ L7 iz & whesl.

For everyv =z=V{#’} we obtain :

card([x]) = card{U U{x}) = (#(a)-1) + 1 = ¢(q)
for some g€Z. How we define the labelling £ of 6

£([x]) = ¢ (card([x])) for xeV(G’).

Finally, we show that if x is an arbitrary vertex of &7
and Emm,m,wm W@ , ﬁwmb mwﬂmﬁwvmw is isomorphic to (L,f 3. Let

d<, ve¥{L), bes definsd than baefors and w iz the root of L.

Obviocusly, it iz sufficient to prove that the seats ﬂ< are
elements of V(G’)/= . Suppose that for some veV(L)-{w} U

v
contains two different eanivalence classes [yv] and [2]. Then

~.

card{li } Z card({¥]} + card{[=z]}.

v

According  to the previocus conaideration card{{v])=

=p{a’ ), card(lz]l=¢{q’ )}

nd according to the definition of

a0

3

r& meamc<wu&maw (a.,a’,9’’€x), which is a contradiction to ¢
iz m»n.;uou. .

Az x isg an arbitrary vertex of G7, zmimynz.

Corcllary 1 : Let £ be a Post system and ¢ 2 - 7 be
gomd .
Then 5 has a aclution if and only if there exizts a

finite graph & such that zmmvmmxﬁ > MeM{5)).
From the definition of the svstem M(S), and the sets M

aad from the slgorithmic unsolwvability of the Fost problem we

obtain

%4

P



Theorem 1 : Thers exi

'Tl

m

xt= no algerithm which, given a
finite set N of finite graphs, will determine whether there

axizts a finite graph G with H{G)=H.

III. On algorithmic solvability of the infinite

modification of T-Z problem

>

In & =imilar way as in part II for the finite
modification of T-Z problem we will atady  the relationship
bhetwaen the sxistence of - infinite graphas with preacribed

neighhourhoods and  the Tinfinite” modification of Post

problem and prove the known Bulitke s result.

modification of the FPost problem.

Lat mnamzpw...,zjuvmqnv‘,.,Q:uv b a Fost azvatem. An
w-zolution of 5 iz an infinite Seguencs of numbars

i,i ,i,... from the set {1,...,n} such that

whers by ] u o, ] v, wWe m=an the infinite oconcatenation of
k

i
k k k

thess words. Ubviocusly, if a Post system 5 has a =olution,
then 5 has an w-solubion, too.

The “infinite” PFoat correspondence problem for 5 iz to
determine whethsr 8 has an w-zolution. Uzing a modification
of the proof of the algorithmic unzclvability ot vﬁrm Pc
probhlem can be proved that thers ww o mwmawwﬁﬁa which ecan

anlve the "infinite" Post  correspondence problem  for  any

given FPoat system.

5



Lemma 4 : A FPost system £ has an w-solution if and only

if there exists labelled graph (G,.f) such that ﬁ%mwméAmv.

Proof : a3 If a Fost system 5 has an w-golution, then
in & similar way as in II.Z2 we can assign to it the infinit

labelled graph ui %mw 1 w that H Am yeMl(B). ﬁmm contains

only one z-coloured vertex . )

b/ Let (3,f) be a labelled graph with N Aﬁwﬂkgtw arnd F
be some component of ﬁo =G/veV (3): f({vie{a,b,z}} containing a I
m;ﬁﬁwﬁswmaﬂmwm.MmemmHmwwmﬁwmubwmmthHzﬂw:bwba

thus also an w-asoclution. Otherwise, =similarly as in the proof

of Lemma 1, w

D

can prove that F iz a one-way  infinite path

and find the infinite sequenc auch  that the

4%
[
I
-

nocoessive creat o5 =
pooessively eate the word [y nmw, .
: k w X k
As Lemms 2 and Lemma 3 hold also for infinite grarhs, we

obtain

Corollary 2 : Let 5 be a Post svstem and ¢ 2 - Np be
good.

2 has an w-solution if and cnly if there exists a graph »
G such that zmmumﬂzﬁ, Me (S5 ).

Corollary 38 : Thers exiztz no algorithm which, given a

finite set B of finite graphs, will determine  whether there

exiztzs a graph G with N{(G)=H.

I1I1.2 The infinite modification of T-Z problem and

graphs with preszcribed neighbourhood =set.

%



We congider only finite neighbourhood =zets containing
finite graphs. It iz zsufficient to ﬁﬁﬁ%wnm to graphs with
countable vartsex sets, since for every infinite graph there
exiats a ecountable graph with the zams neighbourhood zet.

Lat U G dencte the dizjoint union of graphs m v...vﬁ ]

Levma 5 : If there sxizstzs a {(finite) graph G’ such that
. = E

1 .
G7y=1{ UH 1}, then thers exists a (finite) graph G with
i=1
m&ﬁ.{d Wﬁmﬂu-a‘nmjw.-

Proof : Let G’ zatisfy ﬁwr azsumption of the lemma, and

for every xesV{E") H{x,&3")= C mwm%Wa where H (x3= H , iz1,...

i=41 i i
.. nn. If there exist more numberings of mpa%Wu...umsm%U with
this property, take one of them. We define & graph G as
follows

V{GE) = {{x,1i]: x=sV({(F') & 1iell,...n}l};

([x,1],[y,E])=E(G) & xeV(H (y)) & ysV(H (x)).

Let [x,1i] be an arbitrary vertex of G. We show that the
mapping £ @ V(MN({[x,i].G}) - ﬂmmwﬁxvv guch that

f{{v.E1) = ¥
ig an isomorghism M{[x,13.G) to H {(x).

For every wmﬂmﬁ@w@v there exists the unique ks{l,...,n}
such that x<V(H (v)), and thme [y,kJeV(N([x,1],8)). This
implies that £ is & bijection.

If {[v,k1,{=,11} iz an =adge of {[x,17,G), then
(yv,z2)<B{E"}). A=z mwﬂmw i= an induced aubgraph of G’, the m&mmi
(v,z} vaDﬁmm_ gxs) mﬂm {2}y, too. Conversely, let (v.z)s

mmmmwmmww and [v,k1, [=,1] be vertices of N({{x,1]1,G). Then



%mﬂmmxﬁ%ww and {(v,z).{x,z2y<E(3’ )Y implies wmﬂﬁmrﬁwvv. The fac

that wmqmmﬁmmuv CAR T proved alike. He obtai
([y.k1.[=,11)<=E(G).

Thus £ is the izsomorphism H{[x,i1.6) to & 3y and the
arbitrarianess in the choice of fx,1i] implies M{G)=

umm»u,.,am }.

1al

For infinite graphs the converze implication helds

Levoma &6 : If thers axists a graph ]
N(Gi={H “-.,“mjwa then there exists a graph G’ such

N(G’)=

w3
gt

Proof : Let R(G)={H ,...,H }. OSuppose that the

)]

ot

od

ars uw
VT

1d

{xeV{G] “zmﬁvmwmﬁww i

nite, otherwis

~infinite number of dizjoint coplies of G. If n»2, then

(]
3
[
m
o
jucd
g
L}
i
(.1-
h

denote by T and £ two hijesections
integers) to V(&) such that :

if i=1 mod wh then zmﬂmwuumWMmp arnd EMNAMV,OVMmN :

HA

f i=% mod 3, then zﬁqmwuumwmmm ardd zmmnwv.m.mmn ;

15

f i= wmod 3, then neither N{T(1),3) nor HN{E(1),3)

’_J-

isomorphic to mp arnd mw.

s e oan COns

m
i
o+

ptr
o
[i
s

e

are

Now we define 3 graph G°. Let V{3 )=ZxZ-{[1i,3]:i=9 mod 3

& j=¢ mod 3} and l=t B(G’) contain the edges m

({1,373, 01,81y for i=1l mod 3 & (7(3),7(k)IEE(G) and
i=Z wod 3 & (£(3).8(k})=E(G); |

({3,113, (k,1]) for i=1 mod 3 & (E(3),8(k))<E(G) and
i=2 mod 3 & (7(J),7(R)Y)I<E{(G).

If i, are not divisible by 3, then zﬁmwuuuum.wmmmu

The waneighbourhoods of the others wvertices of th

Vg

for

for.



igomorphic to ﬂ%%aﬂ some jei{3,...,n}, and thus zmmuuumm%u
mmummu,,.%msw, By 8 repesatr of this procedures we obtain  a
n—1
graph G with WG 1={ U mr“mﬁw- S it is sufficient to prove
b
i=1
the lemmas for n=%.
Now let maﬁwnmmpumww and 7,8 be two bijections Z to V{GE)
with the following properties:
if i=1 wmod 2, then Emﬁhwwngmmp and N{E(1).,G ;
if i=d mod 2, then Emﬂmww.mwmmm and  H{£{i} mmg,
Let V{G")=ZxZ and lat E{G") contain thes eadgas:
(Fi,33.03i,E]) for i=1 mod 2 & (v{3).v(k))esE{(G} and for
i=3 wod 2 & (£{33,8(k})=sE(G);
({3.17,[k.1]) for i=1l mod 2 & (€{(33},¥(kK)}sE(3) and for
=3 omod 2 0& (t{(3).v{k)}<E{G).
It is not difficult to see thadt MNix,3’) is isomorphic Lo
HU H, for every xeV(G').
. 2
Corollary 4: A graph G’ with HN(G’)={ UH } exists if
=1
and only if there exists a grarph G with mmmwnmmuu...amqw,
1
Remark: Lenmz 6 may not be true for finite praphszs. Faor
exampls if mumm+mmpc mpv, thean mmmvnﬁmN .wwv but thers iz  no
finite graph 37 with Emg.wnmmmc mmu, AM3‘@ﬁ is a comnplete
]
graph, path, respechively (with n vertices), and "+7 denote
Zvkov suam of graphs. )

According to Corollary 3, Lemma §H and Lemma € we obtain:
Theorem 2 : Thaere exiztz no algorithm which, given a
finite graph H, will determine whathar thers exists a graph G

with N(G)}={H}.

19
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