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Definition (basic definitions). f: {£1}" — R, we write Ef =27"% € {£1}"f(z). (f,g9) =
E[fg].

Any such f can be written uniquely in the Fourier basis as f = Zag[n] (fs Xa)Xa, Where xo =
HiEOz Li-

Definition (d-junta). f: {£1}"™ — R is called d-junta for d € [n] if f depends only a subset
S C [n] of coordinates with |S| < d. In other words, f can be written as f =" (f, Xa)Xa-

Definition (density). We say that f is a density if it is non-negative and satisfies Ef = 1. For
such an f, we let 1y denote the corresponding probability measure on {£1}". Observer that for
any g: {£1}" — R, we have E,, [g(x)] = ([, 9).

Definition ((c, s)—approx.). We say that a linear programming relaxation £ for MAX-II,, achieves
a (¢, s)-approximation if £(Z) < ¢ for all instances Z € MAX-II,, with opt(Z) < s.

Theorem (2.2). There exists an LP relazation of size R that achieves a (c, s)-approximation for
MAX-II,, if and only if there exist non-negative functions qi1,...,qr: {£1}™ — R such that for
every instance T € MAX-IL,, with opt(Z) < s, the function ¢ — T is a nonnegative combination of
qis---,9R, €.
c—T¢€ {Z)‘qu‘ A > 0}
(]

Lemma (2.3). In order to show that (c,s) — MAX-II,, requires LP relazations of size greater than
R, it is sufficient to prove the following: For every collection of densities q1, . ..,qr: {£1}"™ — Rxq,
there is € > 0, a function H : {£1}" — R and a MAX-II,, instance T such that
1. (Hce—1I) < —¢
2. <Ha QZ> > —€
Lemma (2.4). Suppose that f: {1} — R depends only on a subset of at most d coordinates
S C [n], then

(H,f) = Egps[f(2)]

for some probability measure pg on {£1}".

Theorem (Main, 3.1). Fiz a positive number d € N. Suppose that the d-round Sherali-Adams
relazation cannot achieve a (c, s)-approxzimation for MAX-IL,, for every n. Then no sequence of
LP relaxations of size at most n%? can achieve a (c, s)-approzimation for MAX-II,, for every n.

Theorem (3.2). Consider a function f: N — N. Suppose that the f(n)-round Sherali-Adams
relazation cannot achieve a (c, s)-approzimation for MAX-IL,,. Then for all sufficiently large n,
no LP relaxation of size at most nf) can achieve a (¢, s)-approzimation for MAX-IIy where
N < plofn),

Lemma (3.3). For all1 < d, t <mn and 8 > 0, the following holds. If u has entropy > n —t,
there exists a set J C [n] of at most % coordinates such that for all subsets A € J with |A| < d,

we have

> —
?eaj‘H(X” | Xa\w) >1-8
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Definition (KL-divergence).
D(pl) = B, flogy 2}
()
Lemma (3.5). Let p be a distribution as in the statement of Lemma 3.3, and let J C [n] be the
corresponding set of coordinates. If A C [n] satisfies |A| < d and A ¢ J, then

[Eulxa(@)]] < v/ (In4)5.

Lemma (3.7, random restrictions). For any d € N, the following holds. Let @ be a collection of
densities q: {£1}" — R such that the corresponding measures pi, have entropy at least n—t. If
|Q| < n%2, then for all integers m with 3 < m < n/4, there exists a set S C [n] such that:

1. |S|=m

2. For each q € Q, there is a set of at most d coordinates J(q) C S such that under the distribution
g, all d-wise correlations in S — J(q) are small. Quantitatively, we have

(o) < (

32mid

N

1/2
) VaCS,ad J(g),|la <d



