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supported by GAČR as grant P202/12/G061 CE-ITI,

• Center for Discrete Mathematics - DIMATIA,

Most events are located in University historical building Malostranské namest́ı 25, Prague
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Preface

This volume contains the Book of abstracts of The eighth Small Workshop on Interval Methods
SWIM 2015. The tradition of SWIM workshops was set up in France in 2008, and since that time
it is held annually by the effort of Luc Jaulin and Nacim Ramdani. The workshop joins people
from different communities working with interval methods. Thus, it provides a unique opportunity
to meet scientists from robotics, optimization, control, estimation, verification and other areas.

SWIM 2015 in Prague

The eighth issue of the Small Workshop on Interval Methods SWIM 2015 goes to Prague. Prague
has a long term tradition in interval methods. Prof. Jǐŕı Rohn, the father of interval analysis
in the Czech Republic, has been working in this area since 1970’s. He achieved great results in
interval linear equation solving, regularity and eigenvalues of interval matrices and interval linear
programming, among many others.

Interval community in Prague, however, is continuously expanding. Thus, we can informally
speak of a ‘Prague school of interval analysis’. One of the young excellent Prague intervallers is
the invited plenary speaker Michael Černý, giving a lecture on statistics with interval data.

With 37 accepted abstracts and 43 participants, SWIM 2015 is one of the largest SWIM
workshop and cannot be called ‘small’ any more.

Organizing SWIM 2015 in Prague

First, I wish to thank to all our sponsors since it would not be possible to organize the workshop
without their support. In particular, the donations by CE-ITI (Center of Excellence - Institute
for Theoretical Computer Science) and DIMATIA were fundamental for the success of SWIM.

My further thanks go to all my colleagues that help me a lot in preparations of the workshop.
The experience of Luc Jaulin and Nacim Ramdani in organizing SWIM workshops guaranteed
an easy to follow course. No doubt, there wouldn’t be SWIM’15 without a great help of my
co-organizers Jaroslav Horáček and David Hartman. Also the assistance of my students such as
Jan Bok and Elif Garajová was very valuable. And most importantly, the success of each meeting
depends on You, the participants.

Milan Hlad́ık
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Solving and visualizing nonlinear constraint satisfaction problems 24

Federico Poloni, Tayyebe Haqiri:
Permuted graph bases for verified computation of invariant subspaces 26

Milan Hlad́ık:
Yet another method for solving interval linear equations 30

Nisha Rani Mahato, Snehashish Chakraverty:
Sub-Interval Perturbation Method for Standard Eigenvalue Problem 32

Alexandre Chapoutot, Julien Alexandre dit Sandretto, Olivier Mullier:
Validated Explicit and Implicit Runge-Kutta Methods 36

iii



Luc Jaulin, Simon Rohou, Jeremy Nicola, M. Saad, Fabrice Le Bars, B. Zerr:
Distributed localization and control of a group of underwater robots using
contractor programming 40

Lubomir Kolev:
A new class of iterative interval methods for solving linear parametric systems 44

Elena K. Kostousova:
On feedback target control for uncertain discrete-time systems through poly-
hedral techniques 47

Bart lomiej Jacek Kubica:
Presentation of a multithreaded interval solver for nonlinear systems 49

Sergey I. Kumkov:
One ill-posed estimation problem of experimental process parameters. Inter-
val approach 52

Fabrice Le Bars, Jeremy Nicola, Luc Jaulin:
EASIBEX-MATLAB: a simple tool to begin with interval contractors 56

Taher Lotfi, Katayoun Mahdiani:
A linear iterative interval method for computing the generalized inverse of
an matrix 60
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Intervals of Sign Regular Matrices

1Mohammad Adm, 2Jürgen Garloff, and 1Jihad Titi

1 Department of Mathematics and Statistics, University of Konstanz,
D-78464 Konstanz, Germany

mjamathe@yahoo.com, jihadtiti@yahoo.com
2 Faculty of Computer Sciences, University of Applied Sciences/ HTWG Konstanz,

D-78462 Konstanz, Germany

garloff@htwg-konstanz.de

Keywords: Interval matrix, checkerboard ordering, totally nonnega-
tive matrix, sign regular matrix.

We say that a class C of n-by-n matrices possesses the interval prop-
erty if for any n-by-n interval matrix [A] = [A,A] = ([aij, aij])i,j=1,...,n

the membership [A] ⊆ C can be inferred from the membership to C of
a specified set of its vertex matrices; here a vertex matrix of [A] is a
real matrix B = (bij)i,j=1,...,n with bij ∈

{
aij, aij

}
for all i, j = i, . . . , n.

Examples of such classes include the

• M -matrices or, more generally, inverse-nonnegative matrices [9],
where only the bound matrices A and A are required to be in the
class;

• inverse M -matrices [8], where all vertex matrices are needed;

• positive definite matrices [3], [12], where a subset of cardinality
2n−1 is required (here only symmetric matrices in [A] are consid-
ered).

A class of matrices which in the nonsingular case are somewhat
related to the inverse nonnegative matrices are the totally nonnegative
matrices. A real matrix is called totally nonnegative if all its minors
are nonnegative. Such matrices arise in a variety of ways in mathe-
matics and its applications, e.g., in differential and integral equations,
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numerical mathematics, combinatorics, statistics, and computer aided
geometric design. For background information we refer to the recently
published monographs [4], [11]. The second author posed in 1982 the
conjecture that the set of the nonsingular totally nonnegative matri-
ces possesses the interval property, where only two vertex matrices are
involved [5], see also [4, Section 3.2] and [11, Section 3.2]. The two
vertex matrices are the bound matrices with respect to the checker-
board ordering which is obtained from the usual entry-wise ordering in
the set of the square matrices of fixed order by reversing the inequality
sign for each entry in a checkerboard fashion. In our talk we apply
the Cauchon algorithm [2] (also called deleting derivation algorithm
[7] and Cauchon reduction algorithm [10]) to settle the conjecture. We
also obtain the result that a fixed zero-nonzero pattern of the minors
stays unchanged through an interval of nonsingular totally nonnega-
tive matrices.

As a generalization of the totally nonnegative matrices we further
consider sign regular matrices, i.e., matrices with the property that all
their minors of fixed order have one specified sign or are allowed also
to vanish. We identify some subclasses of the sign regular matrices
which exhibit the interval property. The subclasses which require to
check only two vertex matrices include the following sets (here it is
understood that the two bound matrices have the same signature of
their minors):

• the strictly sign regular matrices, i.e., the matrices with the prop-
erty that all their minors of fixed order have one (strict) specified
sign;

• the nonsingular almost strictly sign regular matrices, a class in
between the nonsingular sign regular matrices and the strictly sign
regular matrices;

• the tridiagonal nonsingular sign regular matrices;

• the nonsingular totally nonpositive matrices, i.e., the matrices with
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the property that all their minors are nonpositive.

In some instances, the assumption of nonsingularity can be some-
what relaxed. These results lead us to the following new conjecture:
Assume that the two bound matrices with respect to the checkerboard
ordering are nonsingular and sign regular; then all matrices lying be-
tween the two bound matrices are nonsingular and sign regular, too.
It was shown in [6] that the conclusion is true if we consider instead of
the two bound matrices a set of vertex matrices with the cardinality
of at most 22n−1 (n being the order of the matrices).
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Robust indoor localization via interval
analysis

Mohamed-Hédi Amri, Yasmina Becis, Didier Aubry,
and Nacim Ramdani

Univ. Orléans, INSA-CVL, PRISME, EA 4229, F45072, Orléans, France
{mohamed-hedi.amri, yasmina.becis-aubry, didier.aubry,

nacim.ramdani}@univ-orleans.fr

Keywords: set inversion, relaxed set intersection, multi-modal data
fusion.

Indoor location sensing systems constitute a growing field of re-
search involving both theoretical and applicative challenges. These
systems are used in several applications of sensor networks such as
tracking and monitoring. The design of an indoor positioning sys-
tem depends on sensor’s technology. The most common positioning
systems are based on infrared (IR) technology. Such sensors are low-
cost and non-wearable. These are binary sensors that can only detect
the presence of a moving object in their visibility range. Pyroelectric
infrared (PIR) sensors have been widely deployed in commercial ap-
plications, to detect human presence, to trigger alarms or to control
lighting. PIR sensors networks are now employed in several advanced
applications a.o. to achieve coverage, assist surveillance as well as
perform tracking. However, indoor positioning systems using PIR sen-
sors, may have some limitations. It is then desirable to combine them
with other modalities to improve localisation accuracy. Dynamic tri-
angulation using Received Signal Strength indicators (RSSI) is a good
candidate.

Inspired by the results obtained by [1-4], we developed a method
for tracking the location of residents in smart homes using only bi-
nary PIR sensors, and also by combining them with ultra wide-band
based RSSI. We consider the unknown but bounded error framework
and allow for possible sensor failure. Our set-membership estimation
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algorithm is the classical interval-based predictor-correcteur algorithm
based on the q-relaxed intersection, but with poorly known dynamical
model. In fact, the actual mobility model for the inhabitant is un-
known, thus we only consider a random walk with maximal velocity.
The measurements data are gathered at discrete time instants. The
method has been validated with actual data from a living-lab [5] and
also as a tool for sensor fault detection and isolation [6].

Acknowledgement

This work is supported by the French FUI 14 e-monitorâge project.
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Comparison of Kalman versus Interval
based loop detection problem

Clément Aubry

ENSTA-Bretagne, LAB-STICC / OSM,
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clement.aubry@gmail.com
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Introduction

Detecting loops in a mobile robot trajectory is a problem that can be
resolved by two main approaches: using exteroceptive measurement
and comparing the environment to a knowledge database or using pro-
prioceptive measurement using a method developed in previous work
that use interval analysis [1]. This talk proposes to compare Kalman
versus the interval approach applied to loop detection with proprio-
ceptive measurement only.

Kalman based method

A Kalman filter could be implemented without exteroceptive measure-
ment for localization problem (dead reckoning). In this case, this
Kalman predictor integrates proprioceptive data and is able to esti-
mate the position of the robot with an error given by a covariance
matrix.

When the evolution of a robot is described by classical state equa-
tion:

xk+1 = Ak.xk + uk, (1)

where uk represent inputs, Ak the state matrix and xk the state of the
robot, a Kalman predictor can be applied to determine it’s uncertain
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state x̂: {
x̂k+1 = Ak.x̂k + uk

Γk+1 = Ak.Γk.A
T
k + Γα

, (2)

where Γk+1 is the covariance matrix representing the uncertainty and
Γα the covariance associated with a normally distributed noise.

In order to detect loops with a Kalman filter, we propose to com-
pute distances between two estimated positions. Since [3]:

x̂k = P 0
k x̂0 +

k−1∑

i=0

P i
k+1ui (3)

Γk = P 0
kΓ0

(
P 0
k

)T
+

k∑

i=1

P i
kΓα

(
P i
k

)T
(4)

where transition matrices P i
k are defined by

P i
k = Ak−1Ak−2...Ai.I,

P k
k = I,

P i
k = P l

kP
i
l ,

P i
k = P 0

k

(
P 0
i

)−1
,

we can derive an explicit form of those positions. In this context, loops
are detected by pairs of timesteps k1, k2 which satisfies x̂k1 = x̂k2 over
position coordinates.

Main results

This talk will present results of the Kalman approach to resolve loop
detection problem with proprioceptive measurement only and com-
pare them with the interval based method. We will apply the Kalman
method to an experiment done by the underwater minehunter Reder-
mor from GESMA which have been already treated with the interval
approach. Figure 1 represent results as t-planes given by both meth-
ods.
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Figure 1: t-plane results of loop detection problem solved by: interval
method(left), Kalman method(right).
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Republic
hladik@kam.mff.cuni.cz
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Introduction

Cooperative interval games are a special model of cooperative trans-
ferable utility games in coalition form in which characteristic function
maps to the set of closed real intervals instead of real numbers. This
can be viewed as an approach to deal with inexact data since all num-
bers from interval are equally likely to occur and therefore, bounds of
interval can be interpreted as the worst and the best possible outcome
that can happen if some coalition cooperates.

There is an existing research on cooperative interval games, mainly
done by Alparslan-Gök and Branzei. However, none of the existing
papers focuses on selections, that is on possible outcomes of inter-
val games (in other words, all possible classical cooperative games in
which values of coalitions are contained in respective intervals of given
cooperative interval game). There are some results on selections of
interval games (for example analogous theorem to Bondareva-Shapley
theorem), but that is almost all what is known about selections. Large
portion of results is focused on examining interval valued characteris-
tic function only, using a weakly better operator �. Interval (a, b) is
weakly better than (c, d) if a ≥ c and b ≥ d. Solutions (such as core
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and the Shapley value) and classes obtained in this way have a big
flaw that not all of their selection have the corresponding properties
(for example, not all selections of a convex interval game is a classical
convex game).

Basic properties

Definition 1. (Cooperative interval game) A cooperative game is an
ordered pair (N,w), where N = {1, 2, . . . , n} is a set of players and
w : 2N → IR is a characteristic function of the cooperative game. We
further assume that w(∅) = [0, 0].

The set of all interval cooperative games on player set N is denoted
by IGN .

Main results

We examine a problem of core coincidence. Core coincidence problem
asks for characterization of games in which set of vectors generated
by interval core coincides with the set of vectors of selection core. We
found and proved such characterization. Furthermore, we introduced
a concept of strong core - an universal stable payoff which is included
in every selection and therefore we can depend on it, since it has to
occur. Consequently, characterization of games with nonempty strong
core is given.

We also introduced a new classes of interval games - selection
monotonic, selection superadditive and selection convex games. These
classes have an important and desirable property – all selections of
selection monotonic games are monotonic classical game. Similarly
for selection convex and selection superadditive games. We found and
proved characterization theorems of all three classes. For convex selec-
tion games, characterization are inspired by Shapley’s characterization
of convex games. Furthermore, we show that classes based on selec-
tions and classes based on weakly better operator are incomparable for
nontrivial player set (more than one player).
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Selections of an interval game are useful, since they do not contain
any additional uncertainty. On the top of that, selection-based classes,
strong core and strong imputation have crucial property that although
we deal with uncertain data, all possible outcomes preserve important
properties. In case of selection classes it is preserving superadditivity,
supermodularity etc. In case of strong core it is an invariant of having
particular stable payoffs in each selection. Furthermore, concepts like
selection core are important as well since if selection core is empty, no
selection has stable payoff.

The importance of studying selection-based classes instead of the
existing classes using weakly better operator can be further illustrated
by the following two facts:

• Classes based on weakly better operator may contain games with
selections that do not have any link with the properties of their
border games and consequently no link with the name of the class.
For example, superadditive interval games may contain a selection
that is not superadditive.

• Selection-based classes are not contained in corresponding classes
based on weakly better operator. Therefore, the results on existing
classes are not directly extendable to selection-based classes.

Acknowledgement
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References

[1] S. Z. Alparslan Gök, Some results on cooperative interval games,
Optimization 63.1 (2014): 7-13.

SWIM 2015

12



Some applications of interval computation
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Michal Černý
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Introduction

One of the main goals of interval analysis is to determine the range
of a given continuous function over a given (multidimensional) inter-
val. This talk is devoted to some particular functions important in
statistics.

One-dimensional data

First we consider the case of one-dimensional data. We assume that
there is a dataset x = (x1, . . . , xn) (a random sample from some
distribution, say) and a continuous function (statistic) S(x). The
dataset x is unobservable; what is observable is a collection of intervals
x = (x1, . . . , xn) such that we are guaranteed that x ∈ x a.s. If we
do not make any stronger assumptions on the distribution of (x, x),
then the maximum information we can infer about S(x) from the ob-
servable data x is the pair of bounds S = min{S(ξ) : ξ ∈ x} and
S = max{S(ξ) : ξ ∈ x}.

Only a few statistics can be evaluated by the interval arithmetic,
such as the sample mean or variance n−1

∑
i(xi − µ)2, when the true

mean µ is known. More often, the arithmetical expressions suffer from
the dependency problem.
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One of the best understood statistics is the sample variance σ2 =
(n − 1)−1

∑n
i=1(xi − n−1

∑n
j=1 xj)

2. It is directly seen that σ2 can be
computed in weakly polynomial time; however, there even exists a
strongly polynomial method. On the other hand, computation of σ2

is NP-hard and inapproximable with an arbitrary absolute error. It
is an open problem whether it is efficiently approximable with some
“reasonable” relative error. A good news is that σ2 can be computed
in pseudopolynomial time. Furthermore, many special cases solvable
in polynomial time are known. We will study the algorithm by Ferson
et al. [5], which works in time O(2ωnn2), where ωn is the size of the
largest clique of the undirected graph G(V, E) with V = {1, . . . , n} and
{i, j} ∈ E iff [xC

i ± n−1x∆
i ] ∩ [xC

j ± n−1x∆
j ] ̸= ∅. In general, ωn can be

large, but in many reasonable and natural stochastic setups it seems
that ωn = O(log n) on average, making the algorithm practically very
useful. Moreover, it seems that var(ωn) = O(1), showing that hard
instances occur very rarely.

We will deal with other statistics of one-dimensional data, such
as higher moments or the coefficient of variation, from a similar per-
spective. We will also mention statistics important in testing hy-
potheses. We will also deal with simultaneous regions for dependent
statistics, such as the joint region {(n−1

∑n
i=1 ξi, (n − 1)−1

∑n
i=1[ξi −

n−1
∑n

j=1 ξj]
2) ∈ R2 : ξ ∈ x} for sample mean and variance.

Linear regression

In the multivariate setup we discuss the linear regression model y =
Xβ + ε, where the data (X, y) are unobservable and we can observe
only intervals X, y such that X ∈ X and y ∈ y a.s. Here, the most
important statistics are estimators of the regression coefficients β and
goodness-of-fit measures. We will study minimum-norm estimators
based on Lp-norms and their associated loss functions, such as Ordi-
nary Least Squares, Generalized Least Squares, Least Absolute De-
viations and Chebyshev Approximation. We show that the orthant
decomposition of the parameter space based on Oettli-Prager Theo-
rem yields useful algorithms, which are exponential in the number of
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regression parameters, but not in the number of observations.
We will also show how the orthant decomposition method applies to

a form of the Errors-In-Variables model. In particular, we assume that
the observations of both X and y are contaminated by random errors
with a bounded support with a common radius. Then, the orthant
decomposition method allows us to construct a consistent estimator of
the regression parameters and the error radius.

***

The talk summarizes some well-known results, some new results as
well as research challenges on the border between interval theory and
statistics.
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Introduction

Robots are often employed for tasks that consists in covering an given
area. Survey missions consists in gathering information (image, re-
lief...) about every point of an area, using embedded sensors like cam-
eras, lidars or sonars. Other tasks such as lawn-mowing or cleaning
also involve covering an area with an effector (e.g a blade or a vacuum
cleaning system).

In practice, the robot trajectory is known with an uncertainty,
which propagates as an uncertainty on the area that has been actu-
ally covered during the mission. Assessing the acquired of the survey
mission is an important task [1], to ensure there will be no gap when
merging the acquired data.

A interval analysis based set-membership approach to computing
the explored area with uncertain trajectory will be presented. Single-
and multi-robot applications will be demonstrated.
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Problem statement

Let us consider a mobile robot equipped with actuators and sensors.
The robot is classically represented by the following state equations

{
ẋ(t) = f (x(t),u(t))
y(t) = g (x(t)) ,

(1)

where x denotes the robot’s state vector (e.g. position, velocity...), u is
the input vector and y is the observation vector. The robot’s evolution
is modeled by the function f and g is the observation function.

The robot uses a sensor for searching or mapping, that can cover
a given area. Let V be the set-valued function that returns the area
which is in the robot’s field of view at each time, i.e the visible area
V (t) at time t. It is defined by the visibility function v, such that
v (z,x(t)) is negative iff the point z is in the range of the sensor for
the given the robot state x(t):

V (t) =
{
z ∈ R2 : v (z,x(t)) ≤ 0

}
. (2)

The mission’s surveyed area M is the area that has been covered
by the robot’s sensor at the end of the exploration mission, i.e from
the mission start t0 to the mission end tf :

M =
⋃

t∈[t0,tf ]
V(t). (3)
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Assuming bounded-error knowledge of u and y, i.e u(t) ∈ [u](t)
and y(t) ∈ [y](t), the problem we want to address consists in comput-
ing a bracketing of M in the form of a set-interval [M,M]. The set
M is guaranteed to have been covered during the mission, while the
complement of M has guaranteedly not been covered.

Let us define the set of admissible trajectories T = {x : R → Rn |
∀t, ẋ(t) ∈ f(x(t), [u](t)), g(x(t)) ∈ [y](t)}.

Ideally, M can be bracketed between the guaranteed surveyed area
M∀ =

{
z ∈ R2 | ∀x ∈ T , ∃t, v (z,x(t)) ≤ 0

}
, and the possibly sur-

veyed area M∃ =
{
z ∈ R2 | ∃x ∈ T , ∃t, v (z,x(t)) ≤ 0

}
. We thus have

M ⊆M∀ ⊆M ⊆M∃ ⊆M.

Approach

Simple approach: union of visible area intervals

A first approach to compute a [M∪,M∪] set-interval has been presented
in [2]. It consists in first contracting the tube [x](t) with the constraints
of Eq. 1. This is done using the contractor programming approach.
Then, the surveyed area interval is obtained as the union of visible area
intervals: [M∪,M∪] =

⋃
t∈[t0,tf ][V(t),V(t)]. Symbolic interval arithmetic

[3] is used to derive lower and upper bounds of v(z, [x](t)). A set-
inversion method is then employed for surveyed area computation.

Taking robot evolution into account

While being very fast, the previous approach provides very pessimistic
bounds for M: Using a tube [x](t) to represent the set of admissible
trajectories T discards temporal dependancies.

This pessimism is clearly visible when the robot position uncer-
tainty is larger than its sensor field of view. Indeed, in this case, by
considering independently the visible areas at each time, it is often
not possible to guarantee a non-empty lower-bound for M. However,
by considering the admissible trajectories, an non-empty set M can
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be guaranteed to have been surveyed, thanks to inter-temporal depen-
dency of the robot positions (i.e robot evolution model).

We propose an improved method which yields a tighter set-interval
for M. It consists in partitioning and contracting the tube [x] at given
times. This thinner representation of T yields a smaller set-interval
for the mission surveyed area, at the expense of a longer computation
time.

Results and comparison of the two methods will be presented on a
single robot and a multi-robot test-case.
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Introduction

Let B ⊆ Rm be a box (product of closed intervals). While the nonex-
istence of a zero of a continuous functions f : B → Rn can often be
verified by interval arithmetic, existence verification requires additional
ingredients. In case of a continuous function f : [−1, 1]n → Rn, such
ingredients include Brouwer’s fixed point theorem, Miranda’s theorem,
or, more generally, topological degree.

For underdetermined systems—that is, dimB > n—the problem of
zero verification may be surprisingly complex, with connections to the
field of computational topology.

The section method and its incompleteness

One way to reduce underdetermined systems to “square” systems is to
fix some coordinates and verify the existence of a zero of f(·, y0) where
y0 represents some fixed dimB−n coordinates. If the Jacobian f ′ has
maximal rank n in every x ∈ f−1(0), then the zero set has dimension
dimB−n and—possibly after a rotation—we can eventually find y0 so
that f(·, y0) has a zero and verify it. We call this “section method” due
to the fact that we analyze the restriction of f to a section B′×{y0}.
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f > 0f < 0

Section

Figure 1: Zero detection for f(x, y) = x2 + y2 − 1.

There is a potential problem with this approach: if 0 is a singular
value of f , then the zero set may have lower dimension and resist detec-
tion by the section method. This is illustrated by the quadratic func-
tion f : [−1, 1]4 → R3 defined component-wise by (x1x3 + x2x4, x2x3 −
x1x4, x

2
1 + x22 − x23 − x24) which has a single singular zero at the origin

(and also every “close enough” perturbation of f has a zero). The
restriction of f to the unit sphere S3 = {x : |x| = 1} is the Hopf map
S3 → S2. For any rotation R of R4, once we use the 3-dimensional sec-
tion [−1, 1]3×{0} containing the origin, the “section method” for zero
verification of (f ◦R)|[−1,1]3×{0} fails. Arbitrarily small perturbation of
f ◦ R have no zero in [−1, 1]3 × {0}, thus the zero cannot be verified
by common methods such as Brouwer or Miranda’s theorem (as these
methods are stable with respect to small perturbations). However, the
zero of f cannot be removed by perturbations: in particular, any con-
tinuous g such that ‖g − f‖ ≤ 1 has a nonempty zero set. Therefore,
it is natural to expect that more sophisticated verification methods
should detect the zero of f .

The key is to analyze the function on a subdomain A where it is
further away from zero, that is, A := {x : |f(x)| ≥ r} for some r > 0.
If f |A : A→ Rn \{0} cannot be extended to a map B → Rn \{0} then
f has a zero in B that is r-robust in the sense explained below. We
summarize the up-to-date results about decidability of the extension
problem and its implications for the zero verification problem.
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Zero verification with incomplete information

The above mentioned method using non-extendability can not only
verify a zero of f , but also a zero of any continuous r-perturbation g
of f , that is, g : B → Rn s.t. ‖g − f‖∞ ≤ r. The non-extendability
criterion is complete in the sense that once it fails to verify a zero,
there has to be a continuous r-perturbation g of f without a zero.

Thus the method is useful in situations where we don’t know the
exact values of the function f and only deal with its approximation.
For example, the function may be inferred from measurements or come
from a scientific model that only approximates the reality. An impor-
tant instance is the case when the function f is given just by its values
on the vertices of a cubical grid and a Lipschitz constant, that is, as
a higher dimensional bitmap.
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Introduction

The concept of constraint satisfaction can be used to formalize many
practical problems involving a set of variables with given properties.
Our talk will focus on continuous constraint satisfaction problems with
interval domains, where the solution set is described by a system of
nonlinear inequalities. We would like to introduce an interval solver
for nonlinear constraints [1] with a visualization software, which will
be included in the interval toolbox Lime.

Interval solver for nonlinear constraints

Our solver is based on the branch-and-bound algorithm Sivia (Set In-
version via Interval Analysis, see [2]), which approximates the solution
set X of a nonlinear problem using 3 sets S,N , E of non-overlapping
interval boxes (also referred to as a paving) satisfying S ⊆ X ⊆ (S∪E)
and X ∩ N = ∅. Interval contractors, such as the forward-backward
contractor, are used to improve the efficiency of the basic algorithm.
We have also implemented a simple unification procedure to decrease
the number of boxes characterizing the solution set of a given problem.

An interesting application of the algorithm is the visualization of
complex interval arithmetic. If we define (rectangular) complex inter-
vals as two-dimensional interval boxes [3], we can describe an exact
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product (or quotient) of two complex intervals using nonlinear con-
straints and variables with continuous domains.

Interval data visualization

The visualization software implements several methods for approxi-
mating the exact solution set of a nonlinear system using the results
obtained by the solver. The approximation methods divide the set of
undecided boxes in the resulting paving into the satisfying set and the
non-satisfying set.

The visualization software communicates with the user through
a simple and user-friendly graphical interface. Two or more pavings
can be displayed at once for a visual comparison of the sets. It also
offers a wide range of minor functions, which can be used to customize
the visualization settings.
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The problem

A subspace U ∈ Cn×k is called invariant under H ∈ Cn×n if Hu is in
U for all u in U [1]. The invariant subspace problem can be stated
as finding U ∈ Cn×k and R ∈ Ck×k such that HU = UR, and the
eigenvalues of R are a specified subset of those of H.

If one constrains U to be in the form U =

[
Ik×k

X(n−k)×k

]
, the problem

of finding an invariant subspace can be recast as a (non-Hermitian)
algebraic Riccati equation (NARE)

F (X) := Q+XA+ ÃX −XGX = 0, (1)

where H =

[
Ak×k −Gk×(n−k)

−Q(n−k)×k −Ã(n−k)×(n−k)

]
and R = A−GX.

Permuted graph bases

An idea reappered recently in the matrix equation community [3] is
that by applying a suitable permutation of the entries one can get an
equation in which the solution X has smaller entries.
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Theorem 1 ([2]). Let U ∈ Cn×k have full column rank. Then, there
exists a permutation matrix P ∈ Rn×n so that the top k×k submatrix E

of P TU =

[
E
A

]
is nonsingular, and the matrix Z = AE−1 ∈ R(n−k)×k

is such that |Zij| ≤ 1 for all i, j.

By constructing this permutation P , we can replace the original
NARE (1) with the one associated with H̃ = PHP T , whose solution
Z has smaller entries.

An efficient enclosure for the solutions to NAREs

From now on we focus on the NARE(1). We wish to use the following
classical result to find an enclosure for the solution X.

Theorem 2 ([4] (modified Krawczyk method)). Assume that f : D ⊂
Cn → Cn is continuous in D. Let x̃ ∈ D and z ∈ ICn be such that
x̃ + z ⊆ D. Moreover, assume that S ⊂ Cn×n is a set of matrices
containing all slopes S(x̃, y) for y ∈ x̃+ z := x. Finally, let R ∈ Cn×n.
Denote by Kf(x̃, R, z,S) the set

Kf(x̃, R, z,S) := {−Rf(x̃) + (I −RS)z : S ∈ S, z ∈ z}.

Then, if
Kf(x̃, R, z,S) ⊆ int z, (2)

the function f has a zero x∗ in x̃+Kf(x̃, R, z,S) ⊆ x. Moreover, if S
also contains all slope matrices S(x, y) for x, y ∈ x, then this zero is
unique in x.

The recent works [5, 6] have successfully applied the modified Krawczyk
method to several matrix equations, adding some crucial issues:

1. Let

A−GX = V1Λ1W1; withV1,W1,Λ1 ∈ Cn×n,Λ1 = Diag(λ11, . . . , λn1), V1W1 = I,

Ã∗−G∗X∗ = V2Λ2W2; withV2,W2,Λ2 ∈ Cn×n,Λ2 = Diag(λ12, . . . , λn2), V2W2 = I,
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and set

R = (V −T1 ⊗W ∗
2 ).∆−1.(V T

1 ⊗W−∗
2 ), where ∆ = I ⊗ Λ∗2 + ΛT

1 ⊗ I.

This choice of R is so that its computation can be performed in
O(n3), rather than the O(n5) obtained by vectorization without
this improvement.

2. To reduce the problematic wrapping effect of interval arithmetic,
use f̂ as a linearly transformed function instead of f

f̂(x̂) = (V T
1 ⊗W−∗

2 )f((V −T1 ⊗W ∗
2 )x̂),

where (V −T1 ⊗W ∗
2 )x̂ = x.

We combine ideas from these two approaches to obtain an algorithm
that can find enclosures for a larger class of problems in our experi-
ments. A suitable modification of the ideas in Theorem 1 [3] can be
used to work with structured invariant subspace problems and Hermi-
tian algebraic Riccati equations (CAREs).
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Introduction

Solving interval linear equations is one of the basic tasks in interval
computations. Let an interval system

Ax = b, A ∈ A, b ∈ b,

be given, where A is an interval matrix and b an interval vector. The
problem is to tightly enclose the solution set defined as

{x ∈ Rn | ∃A ∈ A∃b ∈ b : Ax = b}.

This is a difficult task in general since there is no polynomial-time
enclosure method with any fixed accuracy unless P = NP . Even to
check if the solution set is non-empty is an NP-hard problem.

There are, however, lots of methods known that work well in most
of the cases. They differ in computational time and tightness of the
resulting enclosures. Many methods use preconditioning, in partic-
ular preconditioning by (an approximation of) the midpoint inverse
matrix, since a tight enclosure can be computed then. Thus, we will
assume that a given interval linear system is preconditioned such that
its midpoint matrix is the identity matrix.
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Main results

We present a new operator for enclosing the solutions set; see [1]. It
generalizes the classical interval Gauss–Seidel operator. Also, based
on the new operator and properties of the well-known methods, we
propose a new enclosing algorithm, We call it the magnitude method
since it utilizes the easily computable magnitude (i.e., entrywise the
largest absolute value) of the interval hull of the solution set.

The performance of the method depends on how several quantities
are computed. If they are computed exactly, then the method yields
the interval hull of the preconditioned solution set. On the other hand,
even if they are approximated very roughly, the magnitude method
performs always as well (w.r.t. tightness) as the Gauss–Seidel iteration
method.

We illustrate by numerical examples that our approach overcomes
the Gauss–Seidel iteration method with respect to both computational
time and sharpness of enclosures. Compared to the Intlab func-
tion verifylss, the magnitude method produces always tighter enclo-
sures. Unless the input interval data are very narrow, it also overcomes
verifylss with respect to computational time.
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Introduction

Solution of finite element analysis under dynamic condition led to gen-
eralized eigenvalue problem. Generally we have crisp values of mate-
rial properties for structural dynamic problems. As a result of errors
in measurements, observations, calculations or due to maintenance in-
duced errors etc. we may have uncertain bounds which may be mod-
eled through interval analysis. So, this paper deals with sub-interval
perturbation procedure for computing upper and lower eigenvalue and
eigenvector bounds of standard eigenvalue problem with interval pa-
rameters.

Few literatures for solving structural dynamics problem based on
interval analysis in perturbation approach of structural dynamics are
available. In this regard, Alefeld and Herzberger [1] and Moore et al.
[2] presented a detailed discussion on interval computations. Qiu et
al. [3] proposed an interval perturbation approximating formula for
evaluating interval eigenvalues for structures. An inner approximation
algorithm has been proposed by Hladik et al. [4] with perturbations
belonging to some given interval. For structures with large interval
parameters Qiu and Elishakoff [5] proposed a subinterval perturbation
for estimating static displacement bound.

As such present section gives the introduction and the next section
discusses sub-interval perturbation procedure. In third section, main
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results based on the developed procedure is considered for a structural
standard eigenvalue problem and lastly conclusion is included.

Sub-Interval Perturbation Procedure

Interval matrix of eigenvalue problem has been initially divided into
small sub-intervals and then for each interval, unperturbed crisp eigen-
values λc

i and eigenvectors xc
i are obtained from the corresponding cen-

ter matrices Kc. Generally in structural dynamic problems the stiffness
and mass matrices are symmetric in nature. So, by using orthogonality
condition of eigenvectors of symmetric matrices and neglecting higher
order perturbations, structural system has been perturbed through λc

i

and xc
i to obtain eigenvalues δλi and eigenvectors δxi.

Sub-Interval

Let AI = [a, a] be an interval, then its subintervals may be obtained by
dividing the interval into m equal parts with width (a−a)/m. In case of
an interval matrix KI of order n, the subinterval matrices are obtained
with respect to each element having matrix width (K − K)/m. So,
the subinterval matrices may be obtained as KI = [K, K] =

∪m
k=1 KI

t

where KI
t = [K+(t−1)(K−K)/m, K+t(K−K)/m], t = 1, 2, ..., m.

Perturbation

Let us consider a standard interval eigenvalue problem

KIxI
i = λI

i x
I
i , i = 1, 2, ..., n (1)

In term of interval center and radius, equation (1) may be written as

(Kc + δK)(xc
i + δxi) = (λc

i + δλi)(x
c
i + δxi) (2)

Then the required first order perturbation of eigenvalues for δλi =
[−∆λi, ∆λi] where ∆λi = (xc

i)
T∆Kxc

i may be given by

λi = λc
i − (xc

i)
T∆Kxc

i (3a)

λi = λc
i + (xc

i)
T∆Kxc

i (3b)
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and the first order perturbation of eigenvectors may be written as

xi = xc
i +

n∑

j=1
j ̸=i

(xc
j)

T∆Kxc
i

λc
i − λc

j

xc
j (4a)

xi = xc
i −

N∑

j=1
j ̸=i

(xc
j)

T∆Kxc
i

λc
i − λc

j

xc
j (4b)

This perturbation procedure is then implemented over each subinterval
KI

t to obtain interval bounds of eigenvalues and eigenvectors.

Main results

We consider here a four degree of freedom spring mass system (Qiu et
al. [3]) with mass matrix as crisp identity matrix and interval stiffness
matrix KI = Kc + δK such that δK = [−∆K, ∆K] with

Kc =




3000 −2000 0 0
−2000 5000 −3000 0

0 −3000 7000 −4000
0 0 −4000 9000


 and ∆K =




25 15 0 0
15 35 20 0
0 20 45 25
0 0 25 55


 .

Accordingly inner and outer approximations of eigenvalue bounds may
be computed for m = 1 and sufficiently large m respectively.

• Inner approximation: λI
i for global (without sub-intervals) stiffness

matrix.

• Outer approximation: λI
i = [minλit, maxλit] where t = 1, 2, ..., m

and m being sufficiently large.

Conclusion

This investigation presents sub-interval perturbation procedure for ob-
taining inner and outer approximation of eigenvalue bounds for stan-
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dard interval eigenvalue problems. Accordingly corresponding per-
turbed eigenvectors are also computed. The perturbation of sub-
intervals may not give exact bounds as higher order perturbations are
neglected but provides a tighter first order inner approximation in-
terval bounds with a small deflection from its center. The proposed
procedure may also be applied to other practical eigenvalue problems
involving interval material properties .
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Introduction

The guaranteed solution of initial value problem of ordinary differential
equations is well studied from interval analysis community. In the most
of the cases Taylor models are used in this context, see [1] and the
references therein. In contrast, in numerical analysis community other
numerical integration methods, e.g., Runge-Kutta methods, are used.
Indeed, these methods have very good stability properties [2] and they
can be applied on a wide variety of problems.

We propose a new method to validate the solution of initial value
problem of ordinary differential equations based on Runge-Kutta meth-
ods. The strength of our contribution is to adapt any explicit and
implicit Runge-Kutta methods to make them guaranteed. We exper-
imentally verify our approach against Vericomp benchmark2 and the
results are reported in [3]. We hence extend our previous work [5] on
explicit Runge-Kutta methods.

1This research benefited from the support of the “Chair Complex Systems Engineering - Ecole
Polytechnique, THALES, DGA, FX, DASSAULT AVIATION, DCNS Research, ENSTA ParisTech,
Télécom ParisTech, Fondation ParisTech and FDO ENSTA”

2http://vericomp.inf.uni-due.de, we consider results dated back to October 2014.
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Main idea

We want to solve

ẋ(t) = f(t,x(t)) with x(0) = x0 . (1)

We denote by x(t;x0) the solution of Equation (1) at a time t associated
to the initial value x0. Applying a s-stage Runge-Kutta method on
Equation (1), we have the following recurrence relation

ki = f

(
tn + cihn,xn + h

s∑

j=1

aijkj

)
, xn+1 = xn + h

s∑

i=1

biki .

The coefficients ci, bi and aij with i, j = 1, 2, . . . , s are associated to a
given Runge-Kutta methods, see [2] for more details. That is for each
time instant tn, we have xn ≈ x(tn;xn−1).

The challenge to make Runge-Kutta guaranteed is to compute a
safe bound of the local truncation error (LTE for short) at each time
tn, that is x(tn;xn−1) − xn must be bounded. An elegant solution
to compute the formula of the LTE is based on the order condition
of Runge-Kutta methods. A Runge-Kutta method has order p, i.e.,
x(t;xn−1)− xn ≤ C · O(hp+1), with C a constant independent of f , if
and only if the Taylor expansion of the true solution and that of the
numerical solution have the same coefficients for the p+ 1 first terms.
In consequence, the formula of the LTE of a Runge-Kutta methods is
given by the difference of the remainders of the two Taylor expansions.

Main results

John Butcher in [4] defines a generic method to compute the Taylor
expansion of the true and a numerical solutions of Equation (1). It
is based on the Fréchêt derivatives F of the function x(t). The great
idea of John Butcher is to connect these Fréchêt derivatives of a given
order m to a combinatorial problem to enumerate the number of trees
τ with q nodes.

In summary, in [4] we have

x(q)(t) =
∑

r(τ)=q

α(τ)F (τ), and x(q)
n =

∑

r(τ)=q

α(τ)γ(τ)ψ(τ)F (τ) .
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with x(q)(t) the q-th time derivative of the true solution and x
(q)
n the

q-th time derivative of the numerical solution of Equation (1). Coef-
ficients α(τ) and γ(τ) are characteristics of trees τ , see [4] for more
details. Note that the coefficient ψ(τ) is a function of the coefficients
ci, bi and aij, i = 1, 2, · · · , s.

Using the approach of John Butcher, we can validate any Runge-
Kutta methods of order p using the following expression of the LTE

LTE(t,x(ξ)) =
hp+1

(p+ 1)!

∑

r(τ)=q

α(τ)[1− γ(τ)ψ(τ)]F (τ) (x(ξ)) with ξ ∈]tn, tn+1[ .

Using a classical 2-step approach of guaranteed integration, see [1],
from a given guaranteed initial value [xn] at time instant tn then

1. compute an enclosure [x̃] of x(t) on the time interval [tn, tn+1];

2. compute a tight enclosure of the solution [xn+1] at time tn+1 using
Runge-Kutta method and the LTE formula with [x̃].

In summary, our approach is defined by

ki(t,xn) = f

(
tj + ci(t− tj),xn + (t− tn)

s∑

j=1

aijkj

)
, (2a)

xn+1(t, ξ) = xn + (t− tn)
s∑

i=1

biki(t,xn) + LTE(t,x(ξ)) . (2b)

Equation (2) can be used for computing a priori enclosure and tighten-
ing the solution. Note that in case of implicit Runge-Kutta methods,
the equations ki, for i = 1, . . . , s, form a contracting system of equa-
tions. In consequence, we can easily build an interval contractor from
the system of ki and so we can solve it easily.

To illustrate our approach, we consider Vericomp Problem 61




ẋ1 = 1, x1(0) = 0

ẋ2 = x3, x2(0) = 0

ẋ3 =
1

6
x32 − x2 + 2 sin(p · x1) with p ∈ [2.78, 2.79], x3(0) = 0 .
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Using a validated version, with our approach, of Lobatto-3C implicit
Runge-Kutta method of order 4, we obtain 10.597 as the maximal
width of the solution enclosure at 10 seconds (tolerance 10−10 on LTE)
while none of Riot, Valencia-IVP, nor VNODE-LP can produce a so-
lution at 10 seconds.

Conclusion

We presented a new class of validated numerical integration method
based on explicit and implicit Runge-Kutta methods. We have a
generic formula to compute the LTE. We show that our approach has
the ability to solve problems that state-of-the art methods cannot.

References

[1] N. S. Nedialkov, K. R. Jackson, and G. F. Corliss, Vali-
dated solutions of IVPs for ordinary differential equations, Applied
Mathematics and Computation, 105(1):21 – 68, 1999.

[2] E. Hairer, S. Norsett, and G. Wanner, Solving Ordinary
Differential Equations I: Nonstiff Problems, Springer-Verlag, 1993.

[3] J. Alexandre dit Sandretto and A. Chapoutot, Validated
Solution of IVP for ODE based on Explicit and Implicit Runge-
Kutta Schemes, Research report ENSTA ParisTech, 2015.

[4] J. C. Butcher, Coefficients for the study of Runge-Kutta inte-
gration processes, Journal of the Australian Mathematical Society,
3:185–201, 1963.

[5] O. Bouissou, A. Chapoutot and A. Djoudi, Enclosing Tem-
poral Evolution of Dynamical Systems Using Numerical Methods,
NASA Formal Methods, LNCS volume 7871, Springer Verlag, 2013.

SWIM 2015

39



Distributed localization and control of a
group of underwater robots using

contractor programming

L. Jaulin, S. Rohou, J. Nicola,

M. Saad, F. Le Bars and B. Zerr,

ENSTA Bretagne, Lab-Sticc, rue François Verny 29200 Brest

{luc.jaulin}@ensta-bretagne.fr

Keywords: Interval analysis, distributed localization, group of
robots, nonlinear control

Introduction

We consider the problem of localizing a group of underwater robots
and to control the group in order to accomplish a survey. We assume
here that

1. When a robot surfaces, it can use the GPS for its localization.

2. The robots can communicate with a very low symbol rate.

3. The robots can measure their distances with a given accuracy, but
not the direction of arrival.

4. Some outliers on the distances could occur, but their numbers is
limited.
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5. The localization process should be fast.

6. The robots have to use their estimated location to control their
trajectory

We propose here to use a contractor programming method [Cha09] to
solve the problem.

Main approach

We assume that we have ¯̀ robots and that the motion of the ith robot

is described by a state equation of the form xj
k+1 = f(xj

k,u
j
k) where

xj
k is the state vector of the robot at time k, and uj

k is the input vec-
tor. The input vector corresponds to the proprioceptive sensors (speed,
heading, actuators) and is assumed to be known with some accuracy.
Moreover, the robots are able to collect some intrinsic measurements
of the form yj,`

k = g(xj
k,x

`
k). By intrinsic, we mean that the mea-

surements are not related to the environment, but to the group itself.
For instance, g(xj

k,x
`
k) may correspond to the distance between to the

robot j and the robot ` et time k. We also assume that each robot may
also collect some extrinsic data which are related to the environment
(distance to a landmark, for instance). This corresponds to an obser-

vation function of the form zjk = h(xj
k). We assume that uj

k,y
j,`
k , z

j
k all

belong to some boxes [uj
k], [y

j,`
k ], [zjk]. These boxes could be small for

high quality sensors and could be equal to Rn when no information is
available. For each robot Rj, at time k, we define a distributed CSP
(Constraint Satisfaction Problem) [Mou12] as follows.

Variables. The variables are all states on a time window of length
h̄, i.e, xj

h, h ∈ k − h̄, . . . , k + 1}.
.
Constraints. The constraints are the following





xj
h+1 = f(xj

h, [u
j
h]) (Eh,j

x )

[yj,`
h ] = g(xj

h, [x
`
h]), ` 6= j (Eh,j,`

y )

[zjh] = h(xj
h) (Eh,j

z )
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where h ∈ {k − h̄, . . . , k}.and ` ∈ {1, . . . , ¯̀}. In these equation,

when we write ”[yj,`
h ] = g(xj

h, [x
`
h])”, we mean ”∃yj,`

h ∈ [yj,`
h ],∃x`

h ∈
[x`

h], yj,`
h g(xj

h, [x
`
h])”. For each constraint Eh,j

x , Eh,j,`
y , Eh,j

z , we associate

a contractor Ch,j
x , Ch,j,`

y , Ch,j
z .A contractor programming approach [Cha09]

can then be used in order to perform the localization. In our CSP, we
have two types of domains: the internal domains of the CSP: [xj

h], h ∈
{k−h̄, . . . , k+1} and the external domains [uj

h],[yj,`
h ],[zjh],[x`

h],` 6= j, h ∈
{k − h̄, . . . , k}. There is no need to contract these external domains,
and the robot Rj will not try to contract them.

Communication. Each robot Rj contracts its own domain [xj
k]

and broadcasts this information through the network. Since under
the water, the communication rate is very low, each robot Rj only

broadcasts the box [xj
k] at time k.

Initialization. At the initial time k = 0, all variables are initial-
ized with Rn. When we switch from k to k+ 1, we remove the variable
xj

k−h̄ from the CSP of each robot and we add the variable xj
k+2 with

the domain [xj
k+2]= Rn.

Range-only distributed localization and control

As an example, we will consider some underwater robots moving in the
ocean [Dre13]. The intrinsic observations correspond to the distances
between robots and the extrinsic observations correspond to the GPS
available when a robot surfaces. We assume that at most q outliers in
the intrinsic measurements could occur within a time window of length
h̄ [Leg10]. The following contractor, is implemented in each robot Rj:

Ck,j = Ck,j
x,z

⋂
Ck,j

x,y

where
Ck,j

x,z =
⋂

h∈{k−h̄,...,k}

(
Ch,j

x ◦ Ch,j
z

)
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and

Ck,j
x,y =

{q}⋂

h ∈ {k − h̄, . . . , k}
` 6= j

(
Ch,j

x ◦ Ch,j,`
y

)
.

We will show that Ck,j will not remove the true position for the robot.
For the control, a vector field approach will be considered. A test
case will also be presented in order to illustrate the efficiency of the
approach.
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Introduction

The linear interval parametric (LIP) systems considered in the talk
include

A(p) = A(0) +
m∑

µ=1

A(µ)pµ, b(p) = b(0) +
m∑

µ=1

b(µ)pµ, pµ = [−1, 1] (1)

where A(µ) µ = 0, 1, . . . ,m are n × n real matrices and b(µ) µ =
0, 1, . . . ,m are real column vectors. As is well known, the following
“interval solutions” to (1) are of interest: outer interval (OI) solution
x, interval hull (IH) solution x∗ and inner estimation of the hull (IEH)
solution ξ. It should be stressed that all known methods for determin-
ing OI or IEH solutions (and, hence, the IH solution) yield the solution
sought in the form of an interval vector.

A new type of solution x(p) to the LIP system (1) (called param-
eterized or p-solution) has been recently introduced in [1]. It is of the
following parametric form

x(p) = c+ Lp+ s, p ∈ p

where L is a real n×n matrix while where c and s are a real and interval
symmetric vectors, respectively. The new solution x(p), p ∈ p has a
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number of useful properties: using it one can determine comparatively
narrower x and ξ as well as small intervals containing the lower and
upper ends of each component of x∗. Combined with a constraint
satisfaction technique, it permits determination of x∗ as well as the
global solution of certain equality-constrained optimization problems
[1]. An iterative method for determining x(p) was suggested in [1]
which is obtained by modifying each step of a known iterative method
(Reference[11] in [1]) for computing x.

The objective of the present talk is to show that any known iterative
method for determining x can be modified in a unified manner as to
produce a corresponding method for determining x(p). Thus, a whole
new class of iterative methods for solving (1) can be constructed.

Iterative scheme

The unified iterative scheme, applicable for any method belonging to
the new class, will be illustrated using the fixed-point representation
of (1). Hence, the iterative process is

x(k+1)(p) =

(
I − A(0) +

∑

µ

pµA
(µ)

)
x(k)(p)+

∑

µ

b(µ)pµ, k ≥ 0, x(0) = x0

where x0 is the solution of (3) for p = 0. As in [1], it can be shown that
each term x(k)(p) in (3) can be enclosed by the linear interval form

l(k)(p) = c(k) + L(k)p+ s(k), p ∈ p.

It can be proved that if the sequence l(k)(p), k ≥ 1 is convergent to a
limit l(∞)(p), then:

(i) the interval vector

x = l(∞)(p)

(l(∞)(p) is the range of l(∞)(p)) is an OI solution to (1);
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(ii) the linear interval form

x(p) = l(∞)(p) = x(0) + c(∞) + L(∞)p+ s(∞)

determines a p-solution to (1);

(iii) the matrix A(p) is non-singular for each p ∈ p.

The actual iterative method is implemented using Rump’s epsilon-
inflation technique so the numerical complexity of the method is poly-
nomial.

Detailed analysis shows that each new iterative method based on
the use of p-solutions is superior to the corresponding original method
as regards conservatism of the results and applicability radius of the
methods.

Also, this approach can be applied to implementing new hull con-
sistency algorithms treating several equations simultaneously.
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Introduction

Problems of feedback target control for linear and bilinear dynami-
cal discrete-time systems under uncertainties and state constraints are
considered. There are known approaches to solving problems of this
kind, including ones for differential systems, based on construction of
solvability tubes (Krasovskii’s bridges). Since practical construction
of such tubes may be cumbersome, different numerical methods were
devised. Among them constructive computation schemes for linear
systems based on the ellipsoidal techniques were proposed (see, for
example, [1,2]) and then expanded to the polyhedral techniques [3,4].
Such methods are ideologically close to interval analysis. Their main
advantage is that they allow to find solutions by rather simple means.

Main results

Here we continue the development of methods of control synthesis for
discrete-time systems using polyhedral (parallelotope-valued) solvabil-
ity tubes. The paper deals with two types of problems, where the
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controls appear either additively or in the system matrix (i.e., in the
coefficients of the system). Both problems are considered for systems
with parallelotope-bounded additive uncertainty and with interval un-
certainties in the coefficients. Moreover the systems are considered
under constraints on the state, where the state constraints are de-
scribed in terms of zones (i.e., intersections of strips). The techniques
for calculation of the polyhedral solvability tubes by the recurrent re-
lations are presented. Control strategies, which can be constructed on
the base of the mentioned polyhedral tubes, are proposed. In contrast
to [3,4], these control strategies can be calculated by explicit formulas.
Results of computer simulations are presented.
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Introduction

The paper presents the interval branch-and-prune solver for nonlinear
underdetermined and well-determined systems. The system has been
developed by the author. Its various aspects have been presented in a
series of publications, i.a., [3]–[7].

Narrowing operators

Several tools are incorporated in our solver to process the boxes in the
branch-and-prune process. They include:

• two versions of the interval Newton operator (componentwise New-
ton and Gauss-Seidel; see [4]),

• enforcing two versions of consistency – box-consistency and bound-
consistency; see [7],

• an initial exclusion phase, based on Sobol sequences; see [5], [7],

• a procedure based on quadratic approximation of one of the equa-
tions; see [6].
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For each of the tools a proper heuristic has been developed to decide
whether using it on a specific box is worthwhile.

It is the opinion of the author that developing such heuristics is cru-
cial for efficiency – and hence applicability – of the interval approach.

Parallelization

Branch-and-prune methods can be parallelized in a relatively simple
manner – different boxes can be processed by different threads. The
presented solver is implemented using this approach – Intel Threading
Building Blocks (TBB) have been used for parallelization.

Usually, operations on a single box are performed by a single thread,
but there are exceptions to this rule. In particular, enforcing bound-
consistency is an intensive operation and it can be worthwhile to par-
allelize its execution on a single box.

Box subdivision

Usually, bisection of the longest edge is used in interval algorithms. In
[4] and [7] other heuristics have been developed to choose the coordi-
nate for bisection.

During the presentation at SWIM 2015, new results are going to be
presented – including heuristics to choose between bi- and multisection,
recommended by some authors (e.g., [1], [2]).
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Introduction and problem formulation
In a chemical experiment, the following dependency of a reagent ac-
tivity is investigated:

P (T, a, b, c) = T 2 a b/c, a > 0, b > 0, c > 0, (1)

where T is the temperature, the main variable, C◦; P (·) is the reagent
activity, dimensionless; a, b, and c are unknown constant parameters
with dimensions, respectively, in moles, 1/mole, and (C◦)2.

After experiment, the sample (with length N) of the activity mea-
surements Pn is given

{Tn, Pn}, n = 1, N, (2)

where the temperature values are known exactly, but the values Pn are
noised with the bounded measuring errors

Pn = P ∗
n + en, |en| ≤ emax, n = 2, N, n = 1, T1 = 0, P1 = 0, (3)

where P ∗
n is an unknown true value under measuring; en is the error in

the nth measurement; emax is the bound (by modulus) on the maximal
error value; P1 = 0 is the conditional exact zero initial measurement.

Specifics of the experiment is in the following: the probabilistic cha-
racteristics of the noise are absolutely unknown, the sample is fatally
short (usually, N ∼ 6 − 7 measurements are only provided), and only

SWIM 2015

52



rough approximate a priori intervals of the parameters in (1) can be
given

aap = [aap, aap], bap = [bap, b
ap

], cap = [cap, cap],

0 < aap < aap, 0 < bap < b
ap

, 0 < cap < cap.
(4)

Problem formulation: Using data (1)–(4), construct the informa-
tional set (set-membership) for admissible (consistent) values of pa-
rameters (1).

The problem is ill-posed since of the “stuck”-character of parame-
ters in (1) and since it is impossible to validate application of standard
statistical approaches to estimating such a set. So, here, the approach
on the basis of the interval analysis has been used. Theoretical aspects
of the approach is highlighted in [1], special algorithms and software for
solving practical problems of the mentioned type has been elaborated
and described in [2].

Interval procedures for estimating

the process parameters and the main results
The following procedure of the interval approach are implemented.

1) The standard [1, 2] uncertainty intervals H n = [Pn − emax, Pn +
emax] are constructed for each measurement Pn from (3) by the given
bound emax (Fig.1a); and, introducing the auxiliary “joined” param-
eter g = ab/c, its corresponding informational interval g = [g , g ] is
calculated [2]. Additionally, it is worthy to calculate the a priori in-
terval of the parameter g and compare it with the obtained interval g
for analysis of consistency of the a priori data (4) on parameters a, b,
and c with the given sample of measurements (3).

2) Having the interval equation ad = g , where d = b/c, solve it
w.r.t. the auxiliary parameter d as follows: d = g/aap. As a result in
the plane a × d, we obtain the informational set I(a, d) with the curve
(hyperbolic) lower Frd(a) and upper Frd(a) boundaries (Fig.1b) as a
functions of the parameter a values from its a priori interval aap. In
Figure 1b, a cross-section of the set I(a, d) is shown for value a = 1.89
mole; it is the interval d(1.89). In Figure 1b (at the left) the a priori
interval of the auxiliary parameter d is shown (the thick dash-dotted
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vertical segment) calculated by the a priori intervals bap and cap. Here,
the thick vertical line in dashes marks the outer interval of I(a, d) on d
for the a priori interval aap. Comparison of these two intervals allows
one to check out consistency of the a priori data (4) on parameters
a, b, and c with the given sample of measurements (3).

3) For each value a ∈ aap we have the interval d(a) (Fig. 1b). So,
it becomes possible to construct the informational set Ia(b, c) (Fig.1c)
of admissible values for parameters b, c for each value of the parameter
a. It is seen (Fig.1c) that the set Ia(b, c) is composed of intersection
of the rectangle bap × cap with the cone between the lower c(b, 1/d(a)
and upper c(b, 1/d(a) rays for a ∈ aap and b ∈ bap. In Figure 1c, the
set Ia(b, c) (shadowed five-apex polygon) is shown for value a = 1.89
mole and corresponding interval d(1.89) from Fig.1b.

Conclusions
In the considered ill-posed estimation problem with the “stuck” pa-
rameters and under absence of probabilistic characteristics of the mea-
suring errors, the elaborated interval approach allows one to analyze
consistency of the given sample of measurements itself, to analyze con-
sistency of the given sample of measurements and the given a priori
data, and to construct the informational set of admissible values of the
“stuck” parameters.
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Figure 1: a) Input noised measurements (crosses); uncertainty in-
tervals (thin vertical lines); tube of admissible dependencies (shad-
owed curve sector); the admissible interval of the parameter g =
[1.34, 1.59] × 10−4; the bound emax = 0.1 on the noise level; b) The
set I(a, d) of possible values for parameters a and d; the lower Frd(a)
and upper Frd(a) boundaries; c) After taking into account a priori
intervals bap of parameter b and cap of parameter c, the shadowed re-
gion is the informational set I1.89(a, d) of parameters b and c for the
value of parameter a = 1.89 mole
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Introduction

EASIBEX-MATLAB is a simple tool to start using interval arith-
metic and contractors. It uses IBEX (see [1]) as internal library. It is
designed for people that do not feel comfortable with C++, Python,
object-oriented programming, but want to quickly prototype and test
programs using interval arithmetic and contractors, while manipulat-
ing easily the results thanks to MATLAB.

Description

The main goals of EASIBEX-MATLAB are the following:

• Start using interval arithmetic and contractors.

• Quickly prototype and test new algorithms.

The target users that would find EASIBEX-MATLAB useful are:

• Students.
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• Scientists that do not know advanced computer science languages
and paradigms such as C++, Python and object-oriented program-
ming, but would like to use classical interval algorithms for their
own problems, or to prototype new algorithms.

The base and philosophy of EASIBEX-MATLAB can be sum up
as these ideas:

• It is designed to be a very simple MATLAB layer of IBEX to
benefit from several advanced, efficient and already tested algo-
rithms.

• The naming conventions and way of use is strongly based on the
very simple interval library used in several existing samples (see
[2], [3]).

• It can be also used with VIBes ([4]) to easily draw the results of
interval computations.

Due to its design, EASIBEX-MATLAB has some inherent limi-
tations:

• To keep it simple, not all the features provided by IBEX are avail-
able.

• Even if the computations are made by IBEX, no study has been
made to check if the guarantee of the results (w.r.t. rounding, etc.)
is lost when passing parameters and retrieving results through
MATLAB functions and shared library calls.

• The function calls are simplified and different from IBEX to avoid
the difficulties of object-oriented paradigm (IBEX uses notions
such as inheritance, polymorphism, etc.).

If C++ is needed, EASIBEX-CPP provides a very simple way
to start using IBEX and benefit from its features in C++, without
extended knowledge of object-oriented programming. See [5] for several

SWIM 2015

57



guides and examples. Once you are comfortable with the notions of
intervals, contractors as well as C++, you can be more efficient by
using directly IBEX.

Quick tutorial

To start using EASIBEX-MATLAB, download and extract
https://github.com/ENSTABretagneRobotics/EASIBEX-MATLAB/archive/master.zip:

• In MATLAB, go to File\Set Path...\Add Folder... and add this
folder as well as x86 folder if you use MATLAB 32 bit or x64
folder if you use MATLAB 64 bit.

• Run sivia easibex.m to test. A red ring on a blue background and
with yellow borders should appear.

To define an EASIBEX-MATLAB interval :

x=[-2,2]

x(1,2) would be 2. An empty interval would be:

x=[NaN,NaN]

and infinity:
x=[-Inf,Inf]

To define a box:

x=[[-2,2];[2,4];[-4,1]]

x(2,:) would be [2, 4].
2 intervals can be added using:

Z=i_Add([0,2],[-1,2])

and 2 boxes:

Z=i_Add([[0,1];[0,10];[0,10]],[[-1,0];[2,5];[-1,0]])

SWIM 2015

58



To contract 3 intervals Z = [−10, 1], X = [0, 2], Y = [−1, 2] know-
ing the constraint Z = X + Y :

[Z,X,Y]=i_Cadd([-10,1],[0,2],[-1,2])

To contract the vector x = [−10, 10]× [0, 10]× [−10, 0] w.r.t. the q-
relaxed intersection (see e.g. [6]) of the 4 vectors [−2, 2]×[2, 4]×[−4, 1],
[−1, 5]× [−5, 8]× [−7, 2], [−1, 1]× [0, 2]× [1, 2], [−2, 2]× [2, 8]× [−1, 2],
with q = 2:

x = [[-10,10];[0,10];[-10,0]]

y_j = {[[-2,2];[2,4];[-4,1]];[[-1,5];[-5,8];[-7,2]];

[[-1,1];[0,2];[1,2]];[[-2,2];[2,8];[-1,2]]}

x = i_C_q_in(x, 2, y_j)

Quick reference

The current operations, functions and contractors available include
+, −, ∗, /, intersection, union,

√
, exp, sin, arctan, min, abs, sign,

determinant, scalar product, norm, distance, q-intersection, not inside,
inside segment, inside circle, inside ring...
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Introduction

There are three principal situations in which it is required to obtain
numerically a generalized inverse of a given matrix [1]:

(i) the case in which any {1}-inverse will suffice;

(ii) the cases in which any {1, 3}-inverse (or sometimes any {1, 4}-
inverse) will do; and

(iii) the case in which a {2}-inverse having a specified range and null
space is required.

The inverse desired in case (iii) is, in the majority of cases, the Moore–
Penrose inverse, which is the unique {2}-inverse of the given matrix
A having the same range and null space as A∗. The Drazin inverse
can also be fitted into this pattern, being the unique {2}-inverse of A
having the same range and null space as Al, where l is any integer not
less than the index of A. When l = 1, this is the group inverse. Gener-
alized inverses are closely associated with linear equations, orthonor-
malization, least-squares solutions, singular values, and various matrix
factorizations. In particular, the QR-factorization and the Singular
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Value Decomposition (SVD) figure prominently in the computation of
the Moore–Penrose inverse.

Zhan et al. [2] suggested an interval iterative method for comput-
ing Moore–Penrose inverse of the full row (or column) rank matrix.
Motivated by this work, here, we will attempt to introduce a new lin-
ear iterative interval method for computing the {1}-inverse of a given
arbitrary matrix A. It should be noted that the given matrix A is not
itself an interval matrix, but the method is interval to enclosing its
interval inverse as sharp as possible, like interval Newton’s method [3]
which can enclose any root of a given real nonlinear equation.

Main Results

In this section, we try to extend a new linear iterative of interval se-
quence, say {X(k)}, converging to {1}-inverse, denoted by A†, of a
given matrix A. We recall that the order of convergence of such an
iteration is defined by its corresponding residuals rate

R(k) = PR(A) − AX(k), k = 0, 1, 2, . . . , (1)

where converges to 0 as k →∞, or X(k) → A†. The iterative residual
(1) is linear if there is a positive constant M such that

d(R(k+1)) ≤M d(R(k)), k = 0, 1, 2, . . . .

Suppose that ρ(R(0)) = ρ(PR(A) − AX(0)) < 1. We now consider
the following interval extension of iterative method for computing {1}-
inverse

X(k+1) =
(
X(k)

c + X(0)
c (I − AX(k))

)
∩X(k), k = 0, 1, 2, . . . , (2)

where A ∈ Cm×n, X
(0)
c ∈ R(A∗, A∗), i.e., A∗BA∗ ⊂ X(0) for some

B ∈ Cm×n, and X
(k)
c = mid(X(k)). Evidently, X(k+1) ⊂ X(k), and

because of inclusion monotonicity, A† = limX
(k)
c ∈ X(k) as k → ∞.
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Taking into account (2), we can write

X(k+1) =
(
X(k)

c + X(0)
c (R(k))

)
∩X(k)

=
(
X(k)

c + X(0)
c (PR(A) − AX(k))

)
∩X(k), k = 0, 1, . . . . (3)

Consequently,

R(k+1) =
(
PR(A) −X(k+1)

)
∩R(k)

=
(
PR(A) − AX(k)

c − AX(0)
c R(k)

)
∩R(k)

=
(
R(k)

c − AX(0)
c R(k)

)
∩R(k), k = 0, 1, . . . . (4)

It follows from (4) that

d(R(k+1)) ≤Md(R(k)), (5)

for some M ≥ 0. Since we have assumed that ρ(R(0)) < 1, the sequence
of residuals converges to the zero matrix as k approaches to infinity.
Accordingly, the sequence (1) converges. Finally, we have AR(∞) =
PR(A), since PR(A) − d(R(k)) → O, as k → ∞. In particular, we have

proved R(∞) is a {1}-inverse of A.
To obtain a second order convergence of interval iterative method,

it suffices to consider the following modification of method (2)

X(k+1) =
(
X(k)

c + X(k)
c (I − AX(k))

)
∩X(k), k = 0, 1, 2, . . . , (6)

Although this modification increases convergence rate from one to two,
however, we need to do more computation per iterate.

To sum up, we have claimed that we have developed a new method
for computing an interval sequence that includes generalized inverses
of a given rectangular matrix. Our method seems to be linear, and
developing it to higher convergence method is straightforward. We
hope this study shed new light on this field of linear algebra which
there is little research devoted to it. Based on our best knowledge,
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there was only paper in this field and we have cited it here, [2]. We
would be grateful if someone knows about this topic and inform us. We
believe that much remains to be done in the area of interval methods
for generalized inverses.
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Hybrid systems exhibit continuous and discrete dynamics and are
encountered in many complex and safety-critical systems. Robust pa-
rameter identification is an important step for monitoring, control and
fault detection.

We consider the ”unknown but bounded error” framework where
all the uncertain quantities (measurement errors, modeling errors and
uncertainty) are taken in a bounded set with known bounds. With
fault detection in mind, we then introduce a set-membership method
to address parameter identification in the latter framework for hybrid
dynamical systems with nonlinear dynamics and nonlinear guards and
invariants. One of the main advantages of the set-membership estima-
tion approach is that it provides a guaranteed decision about fault oc-
currence, in contrast with the classical notion of risk, usually defined in
terms of probability of occurrence and false detection. In other words,
these methods allow us to avoid false positive (false alarm).

To develop the parameter identification method, we foster on our
recently proposed algorithms for performing hybrid reachability [1-2-
3], which combine interval Taylor methods for continuous reachability
with techniques to solve event detection and localization in hybrid sys-
tems. We then embed the latter hybrid reachability algorithm within
SIVIA algorithm to obtain an algorithm that can solve the set inver-
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sion problem underlying parameter identification with hybrid dynam-
ical systems [4].

An illustrative example will be given which shows that our method
can naturally reconstruct both inner and outer approximations of the
parameter solution set, for parameters acting either on the continuous
dynamics (ODE) or on the event (guard conditions and invariants).
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Introduction

Since viability theory has been introduced by Jean-Pierre Aubin [1],
almost exclusively discrete methods have been developed to approxi-
mate the viability kernel. We approached the computation of viability
kernel with several methods based on interval analysis. Using guaran-
teed integration, we are able to compute a guaranteed kernel, which is
not or hardly achievable with discrete methods.

Problem statement

Let us consider a dynamic system ẋ = f(x, u), where x is the state
vector, f the evolution function and u the control vector. We assume
that u ∈ U , where U is the set of possible control of the system. Let
us define the flow map ϕ(x0, u, t) = x(t), where x(t) is the solution to
the evolution function with the initial condition x(0) = x0. Given a
subset K of the state space of the system, the viability kernel problem
consists of characterizing the subset C of K such as for all state vector
of C the system can stay in K. Thus, we have

C = {x0 ∈ K, ∃u ∈ U|∀t, ϕ(x0, u, t) ∈ K} (1)
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Resolution Tools

We characterize the viability kernel using the following tools:

• C is approximated with an inner approximation C− and an outer
approximation C+, such as C− ⊂ C ⊂ C+ [3].

• Lyapunov theory [2] is used to find ellipsoids of attraction of the
system used to initialize C−.

• CSP programming is used to contract on the ellipsoids of attrac-
tion.

• Guaranteed integration of the evolution function is used to inflate
C− and reduce C+ such as the enclosure of C is thiner. If there
exist a couple (u, t) such as [ϕ]([x0], u, t) ⊂ C−, with [x0] a subset of
K\C−, we add [x0] to C−. If there exist t such as [ϕ]([x0],U , t)∩K =
∅, which means no control exists such as the system can stay in K
over the time, we remove [x0] from C+.

Example

Let consider the ”Car on the hill” two dimensional problem. The state
equations are the following:

{
ẋ1 = x2
ẋ2 = −9.81sin(g(x1))− 0.7x2 + u

(2)

where g(s) = (1.1sin(1.2s)−1.2sin(1.1s))/2 represents the shape of the
hill. Using Lyapunov theory, we are able to find ellipsoids of attraction.
Then we contract on these ellipsoid as shown on figure 1.

We use the green area to initialize C−, and we initialize C+ with
K which corresponds the green and blue areas. Then, we integrate
elements of the blue area over the time, trying to remove them from
C+ or to add them to C−.
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Figure 1: Results of contraction on the ellipsoids of stability. There is
two ellipsoids overlapping on the left.

Figure 2: Computation of the viability kernel.

Figure 2 shows the result we obtain. C− is shown in green, C+
corresponds to the green and blue areas. The red area contains the
state vectors such that there is no feasible control such that the system
always stays inside K. The edge of the viability kernel is enclosed in
the blue region, as C− ⊂ C ⊂ C+. As the integration is guaranteed, the
approximation of the viability kernel is also guaranteed.
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Introduction

For SLAM problem [3], building an accurate map leads to an accurate
localization. We propose a guaranteed solution using interval methods
for nonlinear observation model to work with holnomic robots with no
rotation, where the map is proven to converge. Our approach does not
require any assumptions with regard to the linearity of the observation
model, nor its noise except that it needs to be bounded. We use interval
methods to evaluate the domain of a function given the codomain and
the function itself. This approach encapsulates all information in the
current estimate, therefore, it is not necessary to keep track of all past
observations. We will prove the convergence of the approach to the
correct map as the robot moves in the environment over time, given
that at each time step, at least one old landmark is observed, and the
data association problem is assumed a solved problem.

Assumptions

In this work, we assume the following:

1. The robot is holonomic with no rotation and it is moving in a 2-D
environment.
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2. The robot is equipped with a LIDAR to measure the range ρmi,t

and the bearing αmi,t of landmarks in the robot frame, where mi

is the position of the ith landmark, i = 1 : N , and N is the total
number of observed landmarks at time t.

3. Each measurements is uncertain with some known bounded noise
in the range [ωρ,mi,t] and in the bearing [ωα,mi,t].

4. At least one old landmark is observed at each time step.

5. The robot can distinguish between different landmarks, i.e., data
association problem is solved.

Concept

Let dx,mi,t and dy,mi,t be the distance between the robot and the ith

landmark in the x and the y directions, respectively. Then, the obser-
vation model of the sensor is in the form of:

zρ,mi,t =
√
d2x,mi,t + d2y,mi,t (1)

zα,mi,t = arctan 2(dy,mi,t, dx,mi,t) (2)

The distance between landmark i and landmark j is defined as follows:

dlx,(i,j),t = dx,mi,t − dx,mj ,t (3)

dly,(i,j),t = dy,mi,t − dy,mj ,t (4)

Since the measuremnts have some bounded uncertainty, both zρ,mi,t

and zα,mi,t belong to intervals, such that zρ,mi,t ∈ [zρ,mi,t] and zα,mi,t ∈
[zα,mi,t]. We define a constraint satisfaction problem (CPS) [1] us-
ing dlx,(i,j),t, dly,(i,j),t as variables, and Eq.(1-4) as constraints. We

associate a contractor for each constraint such that: Cdx,mi,t,dy,mi,tzρ,mi,t
for

Eq.(1), Cdx,mi,t,dy,mi,tzα,mi,t
for Eq.(2), Cdx,mi,t,dx,mj,tdlx,(i,j),t

for Eq.(3) and Cdy,mi,t,dy,mj,tdly,(i,j),t

for Eq.(4), where i, j = 1 : N , and N is the number of observed
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landmarks at time t. For example, if the robot observes two land-
marks, then, we have 6 contractors associated with 6 constraints. Next,
we use contractor programming [4] to solve for the distance between
landmarks i and j, which is denoted by the subpaving Sdl(i,j),t, where

dl = [dlx, dly]
T . Since the landmarks are stationary in the environ-

ment, the distance estimate Sdl,(i,j),t must be consistent at any time t
when landmarks i and j are observed, therefore, the following equation
holds:

∩Tt=1 Sdl(i,j),t 6= φ (5)

As the landmarks are observed frequently, we will show that the left-
hand-side of Eq.(5) converges to the true distance dl(i,j) between the ith

landmark and the jth landmark as t→∞. If the position of one land-
mark mi is known exactly (anchoring landmark), then, by using the
distance Sdl(i,j),t we can estimate the position of the second landmark
mj as follows:

mj = mi − Sdl(i,j),t (6)

where m = [mx,my]
T , and the ′′−′′ operator is overloaded for subtrac-

tion of set of vectors. Since Sdl(i,j),t → dl(i,j), the map converges to
the true map. If the anchoring landmark is not available, there will be
some offset between the estimated map and the true map.
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Introduction

In this presentation, we treat the problem of estimating the parameters
of a nonlinear model from experimental data in a reliable and precise
manner. Using interval analysis, we are able to compute the set of
all the parameters that are consistent with a given probability with
the experimental data. Using statistical properties of the uncertainties
associated with each measurement, we will show that a geometrical
constraint can be extracted that enables us to drasticaly reduce size of
the solution set.

Description

Let ỹ ∈ Rn be the vector of all the collected data, and p ∈ Rm the
parameters we want to estimate which parametrize a function f(p).

In the context of a bounded-error model, each measurement ỹi is
associated to an interval [yi] which is assumed to contain the true
value yi, and the vector of intervals [y] defines the set Y which is an
n-dimensional axis-aligned box.
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Then, the problem to be solved is characterizing the set S of all
values of p consistent with the data:

S = {p ∈ Rm|f(p) ∈ Y} = f−1(Y)

which is a set-inversion problem and can be efficiently solved using
interval analysis [1],[2].

These methods are reliable, in the sense that no approximation, no
linearization is made on the model, and guarantees that not a single
feasible solution will be lost.

However the bounded-error assumption, while compatible with an
infinity of probability distribution, doesn’t take into acount the sta-
tistical properties of the perturbation on each measurements yi. In
[3], a method is proposed that allows to compute the set of all the
parameters that are consistent with a given probability with a set of
measurements, while taking into account the statistical properties of
the perturbation.

We will study the widespread case where each measurement yi is
subject to a normaly distributed perturbation wi, that is: ỹi = yi +wi.

In this case, the set Y is not a box anymore, but an n-dimensional
ellipsoid which expression is given by:

Y = {y|(ỹ− y)Q−1(ỹ− y)T ≤ α(η)}

with α(η) a confidence threshold depending on a given probability
η of ỹ being in Y, and Q the covariance matrix of the random vector
w.

The set-inversion problem now consists of inverting an ellipsoid,
whose volume, as will be shown, is much smaller than the volume of
its n-dimensional box counterpart.

As will be presented, this additional constraint will greatly enhance
the precision of the estimation, in the sense that the set S will be much
smaller.

The improvements will be presented on some test-cases.
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Introduction

In this talk, we will present a general pattern based on contractor pro-
gramming for designing a global optimization solver. This approach
allows to solve problems with a wide variety of constraints. The com-
plexity and the performance of the algorithm rely on the construction
of contractors which characterize the feasible region. We illustrate the
methodology on a H∞ control synthesis under structural constraints.

General pattern to designing global optimization

solvers

Contractor Programming is a methodology which allows to enclose
each algorithm in a unify framework, in order to interact heterogeneous
formulations or techniques. This approach is based on Interval Anal-
ysis.Using Contractor Programming, we will show a user-friendly way
to solve problems with non-smooth functions, disjunctive constraints,
non-mathematical constraints (such as ”stay in an area defined by a
polygon”) and constraints with quantifiers (such as ForAll and Exists).
This approach allows to design, in a single step, a model and a solver
for a given problem.
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Given a physical problem, the user can construct a contractor for
the feasible region X of his problem. We denote this contractor Cout.
Moreover, using the counterparts of set-membership operators for con-
tractors, we can construct in the same way a contractor for the negation
of X. This contractor is denoted by Cin. The only required mathemat-
ical expression is the objective function, fcost.

Given a box [x] ∈ Rn, Cout([x]) removes from [x] a part that does
not contain a feasible solution. In the same way, Cin([x]) removes
from [x] parts which are entire feasible; i.e. ([x]/Cin([x])) ⊆ X. Thus,
([x]/Cin([x])) is a feasible subset and we can perform a global opti-
mization without constraint on it. If this step succeeds, this set can
be discarded: indeed, if a new best current solution is found, we save
it and it is proved that this set does not contain a better solution; else
it is directly proved that no better solution can be found in this set
([x]/Cin([x])).

The following algorithm describes a simple implementation pattern
for a global optimization solver based on contractors. This algorithm
is inspired from the SIVIA Algorithm (Set-Inversion Via Interval Anal-
ysis), which is used to compute the feasible set in a domain.

The inputs are an initial domain [x] ∈ IRn, Cout a contractor for
X, Cin a contractor for X and fcost an objective function. The outputs
are f̃ , the global minimum value found and x̃, a global minimum. A
boolean variable b is added for each element of L to indicate if the
element is included in the feasible region.

H∞ control synthesis under structural constraints

We will illustrate this new approach on a example on the control of
a periodic second order system G with a PID controller K subject to
two frequency constraints on the error e and on the command u of the
closed loop system. The objective is to find k = (kp, ki, kd) minimizing
the H∞ norm of the controlled system.

G(s) =
kωn

s2 + 2ξωns + ω2
n

, K(s) = kp +
ki

s
+ kds.

SWIM 2015

78



(x̃, f̃) = OptimCtc ([x], Cout, Cin, fcost):

f̃ := +∞, denotes the current upper bound for the global minimum;
L := {([x], false)}, initialization of the data structure of the stored elements;

Let Cf a contractor based on the constraint {x : fcost(x) ≤ f̃};
Repeat until a stopping criterion is fulfilled:

Extract from L an element ([y], b),
Bisect the considered box [y]: [y1], [y2],
for j = 1 to 2 :

if (b = false) then
Contract [yi] with Cout ∩ Cf ,
[ytmp] := [yi],
Contract [yi] with Cin,
Add ([yi],false) in L.
[ytmp] := [ytmp]/[yi],

else
Contract [yi] with Cf ,
[ytmp] := [yi],

Try to find the global optimum without constraint in [ytmp],
if the search succeeds in a limited time then

Update f̃ and x̃.
else

Add ([ytmp], true) in L.
end.

Table 1: General pattern for a global optimization algorithm based on
contractor programming.

The feasible region Kin of our global optimization problem have the
following form, with Re1 and Im1 the real and imaginary part of the
transfer function C1 corresponding to the first constraint on the error,
and Re2 and Im2 of C2 corresponding to the second constraint on the
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command. The objective function consists to minimizing γ.

K1 = {(k, γ) : ‖C1 (G ⋆ K)‖∞ ≤ γ}
= {(k, γ) : ∀ω,

√
Re2

1(k, ω) + Im2
1(k, ω) ≤ γ},

K2 = {(k, γ) : ‖C2 (G ⋆ K)‖∞ ≤ γ}
= {(k, γ) : ∀ω,

√
Re2

2(k, ω) + Im2
2(k, ω) ≤ γ},

Kin = K1 ∩ K2.

This algorithm is implemented in the library IBEX which is free
available. The goal of this library is to give all tools to the users for
designing easily the best solver for its own problem.
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Introduction

This talk is concerned with a convex hull in two-dimensions. The
convex hull is one of well-known topics in computational geometry. If
floating-point arithmetic [1] is used for convex hull algorithm, then an
inexact result may be obtained due to accumulation of rounding errors.
This problem is called robustness problem and is introduced in detail
in [2]. We focus on the convex hull for uncertain data, namely, data
is given by set of intervals. We developed a verified algorithm for the
convex hull for interval data.

Proposed Method

Three points A = (ax, ay), B = (bx, by) and C = (cx, cy) are given,
where |ãx − ax| ≤ rax, . . . , |c̃y − cy| ≤ rcy. Let a computed result D be
defined as

D := fl((ãx − c̃x)(b̃y − c̃y) − (ãy − c̃y)(b̃x − c̃x)),

where fl(·) means that all operations inside the parentheses are evalu-
ated by floating-point arithmetic. We developed floating-point filters
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Figure 1: Input interval data
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Figure 2: Outer convex hull

for a two-dimensional orientation problem with interval data. Our
filters give a sufficient condition of the following

sign(D) := sign((ax−cx)(by−cy)−(ay−cy)(bx−cx)), where ∀ax, . . . , cy.

Next, we developed an iterative convex hull algorithm based on the
incremental algorithm for interval data. Our algorithm produces an
outer convex hull [3] which encloses all intervals. Figure 1 shows input
data and Figure 2 shows the outer convex hull for the input data. The
details of the iterative algorithm with our floating-point filters and
numerical results will be shown in the presentation.
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Introduction

This talk is concerned with enclosure of a product of two matrices. Let
F denote a set of floating-point numbers as defined in IEEE 754 [1]. For
A ∈ Fm×n and B ∈ Fn×p, the concern is to obtain an interval matrix [C]
which encloses AB, namely, AB ∈ [C]. Notations fl(·), fl△(·) and
fl▽(·) mean that all operations in the parenthesis are evaluated by
floating-point arithmetic with rounding to nearest, rounding upward
and rounding downward, respectively. A well-know method for this
problem is to compute [C] := [fl▽(AB), fl△(AB)], which involves
two matrix products.

Proposed Method

Recently, we developed enclosure methods for AB via three or five
floating-point matrix products, which often provide tighter results than
the well-known method. First, A and B are split into an unevaluated
sum of two matrices as follows

A = A(1) + A(2), B = B(1) + B(2), A(1)B(1) = fl(A(1)B(1)) (1)

where A(1), A(2) ∈ Fm×n, B(1), B(2) ∈ Fn×p and fl(A(1)B(1)) = A(1)B(1)

means that no rounding error occurs in the evaluation of A(1)B(1).
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Then, AB is enclosed by

AB = A(1)B(1) + A(1)B(2) + A(2)B

∈ fl(A(1)B(1)) + [fl▽(A(1)B(2)), fl△(A(1)B(2))]

+[fl▽(A(2)B), fl△(A(2)B)].

This method involves five matrix products.
Let a constant β be defined as

β := ⌈(log2 α − log2 u)/2⌉ . (2)

We define two vectors σ and τ as follows:

σi := 2β · 2wi, τj := 2β · 2vj ,

where

wi := ⌈log2 max
1≤j≤n

|aij|⌉ for max
1≤j≤n

|aij| ̸= 0 , wi = 0 for max
1≤j≤n

|aij| = 0,

vj := ⌈log2 max
1≤i≤n

|bij|⌉ for max
1≤i≤n

|bij| ̸= 0 , vj = 0 for max
1≤i≤n

|bij| = 0.

If a suitable constant α in (2) can be set, then (1) is satisfied from the
following results

a
(1)
ij := fl((aij + σi) − σi), a

(2)
ij := fl(aij − a

(1)
ij ),

b
(1)
ij := fl((bij + τj) − τj), b

(2)
ij := fl(bij − b

(1)
ij ).

In the corresponding original methods in [2] α := n yields (1). How-
ever, even if α < n, we can prove (1) by a posteriori validation with
diagonal scaling. The details of the method and numerical results will
be shown in the presentation.
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Introduction

In the last years, the development of laser scanning technologies has
lead to the increase of investigation in areas such as computer vision,
3D modeling, scene recognition, reverse engineering, etc.

This work is focused on the recognition of primitive shapes immerse
in hazardous environments for decommissioning, more specifically in
nuclear ambiances. This is, the characterization of basic geometri-
cal shapes such as lines, circles, planes, spheres, and cylinders. The
information is retrieved using the structured-light scanner Kinect, de-
veloped by Microsoft.

Approach

The detection of circles on images using interval methods has been
investigated by Jaulin [1], as a problem of parameter estimation under
error-bounded estimation basis. Therefore,

P =
⋂

i∈{1,...,m}
{p ∈ Rnp,∃[y] ∈ [y]i, f(p,y) = 0}︸ ︷︷ ︸

Pi

(1)

being p the parameter vector, [y]i ⊂ Rny is the ith measurement box
and f is the model function. In this sense, the set Pi is the set of all
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parameters vector consistent with the ith measurement box.
Jaulin defined the shape extraction as a set estimation problem [3].

The above can be expressed as follows,

f :

{
Rnp × Rd → Rnf

(p,y) → f(p,y)
(2)

being d ∈ {2, 3} the dimension of the analyzed shape. The vector y ∈
Rd is the point cloud and p is the parameter vector that corresponds to
the shape under analysis. Under this basis, the shape that corresponds
to the vector p is defined as follows:

S(p)
def

=
{
y ∈ Rd, f(p,y) = 0

}
(3)

Taking into consideration a set of boxes (measurements) in the prim-
itive shape space dimension d, each of this boxes is assumed to touch
the periphery of the considered shape. In this sense, the aim of this
work is to extend the above concepts to a 3-dimensional space.

According to [3], the set of parameters for the description of each of
the features of interest are the following:

Associated feature
Parameters associated
Location Orientation Size

Line (2D) x0, y0 a, b –
Circle (2D) x0, y0 – r
Plane x0, y0, z0 a, b, c r
Sphere x0, y0, z0 – r
Cylinder x0, y0, z0 a, b, c r

These parameters are required to be accurate enough in order to have
a good representation of the geometrical feature.

Results

Due to space restrictions, only the results of the plane and sphere are
presented.
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The shape of a sphere can be defined by the following expression:

f(p,y) = (y1 − x0)2 + (y2 − y0)2 + (y3 − z0)2 − r2 (4)

Using the proposed approach, the feature parameters are presented in
Table 1.

Parameter Value Initial box Parameters Detected

x0

y0

z0

r

−10

−20

30

5

[−100, 100]

[−100, 100]

[−100, 100]

[0, 100]

[−10.2597,−9.63753]

[−20.3153,−19.657]

[29.6336, 30.3557]

[4.77378, 5.28706]

Table 1: Parameters of the sphere.

On the other hand, a plane can be defined by its general equation:

Ax+By + Cz +D = 0 (5)

Fixing B = −1, the remaining feature parameters are presented in
Table 2.

Parameter Value Initial box Parameters Detected

A

C

D

2.94

1.16

−10.388

[−100, 100]

[−100, 100]

[−100, 100]

[2.71565, 3.20899]

[1.07501, 1.26956]

[−11.423,−9.49593]

Table 2: Parameters of the plane.

Moreover, a cylinder can be defined by a point lying on its central
axis X = (x0, y0, z0), the direction of such axis n = (nx, ny, nz) and
the radius r. Due to the nature of this representation, no closed form
can be inferred. The procedure proposed to solve this problem lyes in
transforming the 3-dimensional problem into a 2-dimensional one, by
projecting all the points over a plane A in order to look for the plane
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parameters on which the projection of the cylinder points is a circle.
Further information regarding this approach will be discussed during
the workshop.
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Introduction

Consider linear algebraic systems involving linear dependencies be-
tween a number of interval parameters p = (p1, . . . , pk) ∈ (p1, . . . ,pk)

A(p)x = b(p)

A(p) := A0 +

k∑

i=1

piAi, b(p) := b0 +

k∑

i=1

pibi,
(1)

where Ai ∈ Rn×n, bi ∈ Rn, i = 0, . . . , k. Performing worst-case anal-
ysis of uncertain systems one is interested in the parametric (united)
solution set of the system (1)

Σp = Σ(A(p), b(p),p) := {x ∈ Rn | (∃p ∈ p)(A(p)x = b(p))} . (2)

A parametric solution set (2), in general, has a complicated structure.
It is nonconvex even in a single orthant. The boundary of Σp consists
of parts of polynomials that may have arbitrary high degree. This
causes difficulties in computing bounds of the solution set.

There are several methods for calculating lower and upper bounds
for each component of the solution set, if the latter is bounded. Most of
these methods require that the parametric matrix A(p) be strongly reg-
ular on p, which restricts the scope of their applicability. The obtained
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bounds often overestimate the solution set considerably, especially for
large parameter intervals.

We are interested in computing the exact interval hull �Σp of the
solution set. For a bounded set Σp, �Σp :=

⋂{u ∈ IRn | Σp ⊆ [u]}.
This is an NP-hard problem even in the special case when Σp has linear
boundary.

Proposed methodology

In [1] the boundary of a nonempty solution set Σp is described by
parts of parametric hypersurfaces. The latter are defined by n para-
metric coordinate functions xi(q) := {A−1(q)b(q)}i depending on n− 1
parameters q ∈ Rn−1, q ⊆ p, q ∈ q. Furthermore, following the same
methodology, the projection of Σp on a 2-dimensional coordinate space
can be represented by parts of parametric hypersurfaces depending on
only one parameter.

Basing on the above representation of the boundary of a parametric
solution set, computing the interval hull of {Σp}i, i = 1, . . . , n, is re-
duced to solving

(
k
m

)
2k−m+1 constrained global optimization problems

with corresponding objective functions xi(q) depending on m interval
parameters, where m can be chosen to be any number 1 ≤ m ≤ n − 1.
For m = 1, the corresponding constrained global optimization prob-
lems can be solved exactly in exact arithmetic and software tools which
provide that are available.

We discuss various aspects (pros and cons) of the proposed method-
ology and its applicability along with some numerical examples.
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Consider the following problem: Given an ordinary differential
equation, a set of initial states, and a set of states considered to be
unsafe, compute a set that

• contains all initial states,

• cannot be left by any trajectory of the differential equation, and

• does not contain any unsafe state.

Such a set is often called a barrier. It certifies that the given ODE
does not have a trajectory that starts in an initial state and ends in
an unsafe state.

After using an inequality p(x1, . . . , xn) ≤ 0 for representing the
barrier {x1, . . . , xn | p(x1, . . . , xn) ≤ 0}, and assuming that that the
set of initial states, and the set of unsafe states is also given as an
inequality, the three conditions mentioned above can be formulated as
universally quantified constraints [4]. Moreover, after introducing pa-
rameter values a1, . . . , ak into the inequality representing the barrier,
arriving at p(a1, . . . , ak, x1, . . . , xn) ≤ 0, the problem reduces to finding
parameter values a1, . . . , ak such that three universally quantified con-
straints are fulfilled. Hence, we have a problem of solving quantified
constraints [5, 3, 1] with quantifier prefix ∃∀.

In our talk, we discuss a variant of the above problem where we
want a quick but incomplete test for the existence of certain simple
barriers which is useful as a part of more complicated safety verification
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algorithms. We present an algorithm that uses interval techniques
for handling the universal quantifier, but searches for the parameter
values a1, . . . , ak using classical numerical techniques. We also show
the results of first numerical experiments.
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Introduction

The standardization effort started in January 2008, at a meeting in
Dagstuhl. The participants felt that interval arithmetic was mature
enough to undergo the standardization process, and that this process
was needed, for instance to make existing libraries interoperable. Since
October 2008, where the project was launched, an intensive and sus-
tained work has been done, through electronic means. All related work
can be found on the Web page of the project [1]. The mailing list had
more than 140 subscribers from 28 countries. More than 40 persons
have been active in the discussions and votes. This led to a final draft
which has been unanimously adopted by the working group in July
2014, and after one more year of editorial work and final ballot the
standard should go through the final examination stage in June 2015.

The standard is structured into 4 levels, where level 1 is the math-
ematical level and level 4 is about encoding at the bit level. Level 2,
discretization, is the central part of the standard, approximating the
mathematical theory by an implementation-defined finite set of entities
and operations. Level 3 is about representation issues.
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Common intervals

The mathematical model, which serves as a basis for this standard,
is called common interval arithmetic. It corresponds to the model
proposed by Moore in [2]: only bounded and non-empty intervals are
considered. We will detail the various operations available on these
intervals: arithmetic operations, set operations, numeric and boolean
functions of intervals, as well as operations on/with decorations.

Other flavors

Other mathematical models have been considered: set-based model,
Kaucher/modal model in particular. These models are called flavors.
The standard has been designed to allow a smooth integration of other
models, by providing “hooks” to new models and by defining the pro-
cess for submitting a new flavor.

The set-based model has been completely defined and it is, up to
now, the only flavor defined in the standard. In the set-based model,
the empty set and unbounded intervals are allowed. Its definition
makes the second part of the draft.

We will also briefly describe some possible flavors, namely the
Kaucher/modal flavor and an approach proposed by S. Rump to handle
overflows and open or closed or half-open intervals.
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Introduction

Uncertainty of the model parameters are frequently involved in most
of the decision-making problems due to inherent imprecise in nature
of human judgments.
To deal with such imprecisions, various ways are existed. One of
them is interval based approach in which the ambiguity of parame-
ters are modeled by intervals. In this article, multiobjective linear
programming problems with interval objective functions coefficients,
or interval MOLP problems for short, are investigated. Such problems
have gained many researchers’ interests in the last three decades; an
overview on interval MOLP was given by Oliveira et al. [4].
It is well known that goal programming method is one of the most
popular and powerful methods in MOLP [2]. In the context of goal
programming, Inuiguchi and Kume have derived four formulations for
an interval MOLP problem with target intervals [1]. It should be noted
that since the decision-maker is not always an expert, he/she cannot
decide which formulation is the most appropriate one for his/her situ-
ation.
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In this paper, we use a specified distance concept between intervals to
introduce a unique model for an interval MOLP problem with target
intervals, via goal programming approach. This model is derived from
a simple mathematical procedure and because of its uniqueness, the
decision-maker has no doubt about its appropriateness.

Problem statement and the proposed method

We consider the following interval MOLP problem with interval tar-
gets:
Optimize:

n∑

j=1

ckjxj = tk, k = 1, · · · , p, (1)

s.t. Ax≤b,
ckj ∈Ckj, k = 1, · · · , p, j = 1, · · · , n,
tk ∈Tk, k = 1, · · · , p,
x≥0,

where Ckj is the closed interval [clkj, c
u
kj] representing a region the coef-

ficients ckj possibly take. Tk is the closed interval [tlk, t
u
k] representing a

region the target value tk possibly take. The constraints of the problem
are as in conventional MOLP problem. our aim, for solving problem
(1), is to bring each planned interval [

∑n
j=1 c

l
kjxj,

∑n
j=1 c

u
kjxj] as close

as possible to target interval [tlk, t
u
k], k = 1, · · · , p. It means that min-

imizing the total distance of planned intervals from target intervals is
needed. In order to do that, we use the following distance concept
between two intervals.

Definition 1. ([3]) Let [al, au] and [bl, bu] be two intervals. Then, the
distance between them is defined as:

d([al, au], [bl, bu]) = max{|al − bl|, |au − bu|}.
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It is easy to check that the distance d, defined in above introduces a
metric on the space of closed intervals in R. Based on this concept, we
have:

Dk = d([
n∑

j=1

clkjxj,

n∑

j=1

cukjxj], [t
l
k, t

u
k]) =

max(|
n∑

j=1

clkjxj − tlk|, |
n∑

j=1

cukjxj − tuk|), k = 1, · · · , p,

as the distance between the kth planned interval and its target interval
(k = 1, · · · , p). Using the deviational variables dl

−
k , dl

+

k , du
−

k and du
+

k

as:

n∑

j=1

clkjxj + dl
−
k − dl

+

k = tlk;
n∑

j=1

cukjxj + du
−

k − du
+

k = tuk;

Dk can be written as follows:

Dk = max(|dl−k − dl
+

k |, |du
−

k − du
+

k |), k = 1, · · · , p.

For aggregating all distances, D(x) is considered:

D(x) = λ

p∑

k=1

wkDk + (1− λ)

p∨

k=1

Dk,

where 0 ≤ λ ≤ 1, wk ≥ 0, k = 1, · · · , p, and
∑p

k=1wk = 1. Now, our
model, for solving an interval MOLP problem with target intervals,
can be stated in the following way:

min λ

p∑

k=1

wkvk + (1− λ)u (2)
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s.t.
n∑

j=1

clkjxj + dl
−
k − dl

+

k = tlk, k = 1, · · · , p,

n∑

j=1

cukjxj + du
−

k − du
+

k = tuk, k = 1, · · · , p,

Ax ≤ b,

dl
−
k + dl

+

k ≤ vk, k = 1, · · · , p,
du

−
k + du

+

k ≤ vk, k = 1, · · · , p,
vk ≤ u, k = 1, · · · , p,
xj ≥ 0, j = 1, · · · , n,
vk ≥ 0, k = 1, · · · , p,

dl
−
k , d

l+

k , d
u−
k , du

+

k ≥ 0, k = 1, · · · , p,
u ≥ 0.

Lemma 1. Let model (2) be feasible then it has an optimal solution
in which the constraints dl

−
k .d

l+

k = 0 and du
−

k .du
+

k = 0, k = 1, · · · , p, are
satisfied.
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Introduction

We consider the dynamic localization of a robot moving inside an en-
vironment which is unknown. We assume the environment has some
symmetry properties (e.g., cylindrical, axial, etc.). This type of local-
ization can be met in an underwater context where the celerity of the
sound is unknown but depth-dependent. In such a context, a classical
state estimation approach such as [Gni10] cannot be applied without
some modifications based on the formalization presented in this paper.

We assume that the robot is described by:

{
ẋ(t) = f(x(t),u(t))
y(t) = h ◦ g(x(t))

Where x ∈ Rn is the state vector, u ∈ Rm is the input vector,
f : Rn → Rn is the evolution function, g : Rn → R the observation
function and y ∈ R is a measurement which is assumed to be scalar. We
call h : R→ R the distortion function which pictures the uncertainties
of the environment.
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Here, h is considered unknown but strictly increasing and we will
assume that u(t) and y(t) are not known precisely. Instead, we have
two tubes [u](t) and [y](t) containing u(t) and y(t).

The approach to be considered here extends the double weigh-
ing principle of Borda. More precisely, we will introduce some inter-
temporal relations in order to cancel the unknown effects of the en-
vironment. A contractor programming method [Cha09] will then be
applied to enclose the trajectory of the robot.

Main approach

To solve this problem, we define the function:

ϕ(t1, t2) = h ◦ g(x(t2))− h ◦ g(x(t1)).

Since h is injective, we have: ϕ(t1, t2) = 0 ⇒ g(x(t1)) = g(x(t2)).
As a consequence if ϕ(t1, t2) = 0, the two states x(t1) and x(t2) are
symmetrical with respect to the environment. A known relation be-
tween these two states (here g(x(t1)) = g(x(t2))) can be derived. This
relation can then be used for state estimation. The main problem we
now have is to find these t-pairs (t1, t2) [Aub13] such that ϕ(t1, t2) = 0.

Proposition 1. If we define:

[ϕ](t1, t2) = [y](t2)− [y](t1) = [y−(t2)− y+(t1), y
+(t2)− y−(t1)]

then we have ϕ(t1, t2) ∈ [ϕ](t1, t2).

Proof. Since for all t, h ◦ g(x(t)) = y(t) and since y(t) ∈ [y](t), we
have ϕ(t1, t2) ∈ [ϕ](t1, t2) = [y](t2)− [y](t1).

Definition. We define the presymmetric set S as:

S = {(t1, t2) | g(x(t2))− g(x(t1)) ≤ 0}
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Since h is increasing, we have:

S = {(t1, t2) | ϕ(t1, t2) ≤ 0} = ϕ−1(R−)

Now, ϕ is not known exactly, i.e., we only have ϕ ∈ [ϕ] = [ϕ−, ϕ+]. As
a consequence, we have:

(ϕ+)−1(R−)︸ ︷︷ ︸
S−

⊂ S ⊂ (ϕ−)−1(R−)︸ ︷︷ ︸
S+

We can reformulate the problem into the following Constraint Network :




Variables: x, S
Constraints:

(a) ẋ = f(x,u)
(b) S = {(t1, t2) | g(x(t2))− g(x(t1)) ≤ 0}
(c) (ϕ+)−1(R−) ⊂ S ⊂ (ϕ−)−1(R−)

where ϕ−(t1, t2) = y−(t2)− y+(t1) and ϕ+(t1, t2) = y+(t2)− y−(t1)
Domains: [x], [S]
Initialization: x ∈ [−∞,+∞]2, [S] = [∅, [0, tmax]2].

In this network, the unknow function h does not appear anymore.
This is due to the fact that inter-temporal constraints compensate the
unknown influence of h.

Test case

We consider a boat moving along a line. A static beacon stands on
the seabed just below the origin of the frame. We do know neither the
depth of the beacon nor the celerity of the sound. We assume that the
environment is symmetric with respect to any horizontal translation.
The robot is able to measure signals time of flight between its position
and the beacon. The state vector of the system is x = {s, ṡ}ᵀ where
s is the position of the robot. At first, the robot is completely lost
(s ∈ [−∞,+∞]). Whith relevant inter-temporal measurements, the
robot is able to contract [x] in forward-backward. This will be done
computing an approximation of the set S as illustrated by Fig 1.
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Figure 1: a t-plane obtained with a Sivia algorithm. Middle-gray boxes are inside
the presymmetric set S whereas light-gray ones are outside. We can guarantee true
symmetries (pictured with black lines) belong to dark-gray areas.
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Introduction

Our recent results on validated simulation of ordinary differential equa-
tions (ODE) with implicit Runge-Kutta schemes [1] lead us to go up
in complexity of kind of differential equations. Indeed, we are able to
simulate ODE with interval parameters which is one of the requirement
for our solver of differential algebraic equation (DAE). We currently
focus on the DAE in Hessenberg index 1 form, that is

ẏ = f(t,x,y), (1a)

0 = g(t,x,y) . (1b)

In Equation (1) y is the state variable and x is the algebraic variable
(without an expression for its derivative) and ẏ stands for the time
derivative of y. This kind of DAE is common and used by a majority
of simulation tools as Simulink and Modelica-like software.

A simulation procedure for ODE consists in two phases repeated at
each simulation step k, starting from a given guaranteed initial value
[yk] at time instant tk then compute an enclosure [yk+1] 3 y(tk+1) in
function of [yk] 3 y(tk) with the step-size hk = tk+1 − tk.

∗This research benefited from the support of the “Chair Complex Systems Engineering - Ecole
Polytechnique, THALES, DGA, FX, DASSAULT AVIATION, DCNS Research, ENSTA ParisTech,
Télécom ParisTech, Fondation ParisTech and FDO ENSTA”
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The major issue in the validated integration of DAE is the con-
sistency of the initial values [4]. The additional constraints, Equa-
tion (1b), to be satisfied by the differential and the algebraic values are
generally obtained by the Pantelides algorithm [3]. One attempt was
made in order to solve DAE with guarantee by using an approximation
of the solution and by adding a “post” consistency verification [2]. This
approach produced mitigated results, and we propose a new approach
in the following.

Main idea

Our method is based on the ability of the interval representation to en-
close a set of solutions and use two contractors to reduce this enclosure
around the solution.

An enclosure

Firstly, we do need the guaranteed enclosures of the solution of the
differential equations (Equation (1a)), denoted by [ỹk], and of the so-
lution of the algebraic constraints (Equation (1b)), denoted by [x̃k],
at each step k of integration process. These enclosures are obtained
with a novel operator mixing a classical Picard-Lindelöf operator with
[x̃k] as a ∀-parameter and a parametric Krawczyk operator with [ỹk]
as a ∀-parameter. The goal is then to find a post fixpoint simultane-
ously satisfying [ỹk] and [x̃k]. This operator prove the existence and
the unicity of the solution for the dynamical part for all values of the
algebraic variable and by the way the fulfillment of the constraints,
whatever the state variable.

Two contractors

After obtaining these enclosures, we have to reduce [ỹk] around the
solution y(tk+1). It is done with the help of our powerful validated
implicit Runge-Kutta schemes [1]. Essentially, we used a validated
Radau quadrature IIA, known for its efficiency and stability on DAE.
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This scheme is able to manage with an interval parameters, such as
[x̃k]. After that, the second contractor is used to reduce [x̃k] around
the solution x(tk+1). We combine for this purpose the Krawczyk used
in the first step and a forward/backward contractor.

Main results

We solve the pendulum problem in index 1 form whose dynamics is
given by

f :





ṗ = u

q̇ = v

mu̇ = −pλ
mv̇ = −qλ− g

associated with constraint

g : 0 = m(u2 + v2)− gq − `2λ .

In functions f and g, m is the mass of the pendulum, ` is the length
of the rod, u and v are Cartesian coordinates of the mass while p and
q stand for the angular speed, g is the gravity force and λ stands for
the Lagrange multiplier.

The simulation time is set to 1.6 seconds and with the initial
conditions given by p(0) = 1, q(0) = 0, u(0) = 0, v(0) = 0, and
λ(0) ∈ [−0.01, 0.01]. The consistency is verified with Krawczyk which
gives λ(0) ∈ [−0, 0]. The trajectory computes by our method is given
in Figure 1. This simulation takes about ten minutes with a maximal
diameter of 0.02 for the final solution.

Conclusion

We presented in this abstract the first solid approach for the validated
integration of the DAE under the Hessenberg-index 1 form. The first
results are already interesting even if many issues have been opened to
obtain an efficient tool.
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Figure 1: Trajectory of the pendulum.
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Cooperative Localization And Formation
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Abstract

This paper is about using range-only measurements between multiple
Autonomous Underwater Vehicles (AUV) to maintain a predefined for-
mation. The AUVs have no a priori knowledge of each other’s path
or decisions. All vehicles must maintain the same speed during the
mission and are not allowed to stop. Each vehicle must then adjust
its position using the available range-only data. We provide a guar-
anteed state estimation of the targeted vehicle using interval analysis
and a set-membership approach. Simulation results are described and
discussed.

Introduction And Background

Envision a scenario where a swarm of Autonomous Underwater Vehi-
cles (AUV) is exploring an area. Due to the large number of vehicles
and because of the communication medium (underwater acoustics),
the vehicles can hardly exchange their position with their neighbors to
maintain a given formation. In this paper, we propose to use range-
only measurements to keep the formation. Using synchronized clocks,
all vehicles emit a unique ping at a given time. The one-way acoustic
time of flight is used to determine the range between vehicles. One-
Way time of flight has already been explored using stationary objects
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[3] and a similar study has been done with communicating moving
AUVs [1, 7].

As all the vehicles are similar and evolve at the same depth, the
state of each vehicle i will be represented with its position in a 2-D
plane and its heading, xi = [xi, yi, θi]

T . For the mission purposes, the
vehicles must keep a given speed v and can only control their rotation
speed ui ∈ U , where U is the set of all possible rotation speeds. For the
sake of simplicity, let the robot motion be described by the following
state equations 




ẋi = vi · cos θi

ẏi = vi · sin θi
θ̇i = ui

(1)

(a) Representation of two vehicles of the swarm. (b) With range-only information at the first step,
X1 is a cylinder (projected here on the 2-D space).

Figure 1: Relative Localization

Due to the lack of information about the vehicles’ absolute posi-
tion, we propose to study the relative position and therefore a relative
localization. Let f be the evolution function of the AUV j’s relative
position x̃ij in the vehicle i frame, figure 1a. The ranging information
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between the two vehicles will be represented as

yij = dij + εd =
√
x̃2
ij + ỹ2

ij + εd = g(x̃ij) (2)

The system can then be represented in the frequently used from,

Σ :

{
˙̃xij = f(x̃ij, uj, ui)

yij = g(x̃ij)
(3)

To solve the system Σ of equation (3), we propose to use set-
membership techniques and interval analysis [5].

Set-Membership Estimator

Measurements of distance come at discrete instants. Let us consider
the system in equation (3) at a discrete time domain using Euler’s
discretization:

Σ :

{
x̃k
ij = f̃(x̃k−1

ij , uk−1
j , uk−1

i )

yk
ij = g(x̃k

ij)
, k = 0, . . . , tfinal (4)

where x̃k
ij ∈ IR3 is the state vector at the discrete time k , yk

ij ∈ IR is

the output and f̃ is the Euler integral of f .
Let Xk be the associated domain set of the variable x̃k1 at the

instant k. As no prior information is available on x̃0, . . . , x̃tfinal, thus
X0, . . . ,Xtfinal are taken as IR3. The measurement yk, with the noise
value εd, is used to form the measurement set Yk. ui is known as the
robot’s own input, and we define Uk is the set of all possible ukj . The
equation (4) then becomes

{
Xk = f̃(Xk−1,Uk−1, u

k−1
i )

Yk = g(Xk)
(5)

1For simplification purposes, the indexes ij will be omitted.
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At every instant k, the state set Xk is defined with equation (5),
thus it can be computed with

Xk = f̃(Xk−1,Uk−1, u
k−1
i ) ∩ g−1(Yk), k = 1, . . . , tfinal (6)

Let’s take as an example the first two set X0 and X1. As no prior
information is available, X0 = X1 = IR3. Then applying equation (6)
to X1 will contract the space to a cylinder in IR³, see figure 1b.

Reversibly, Xk−1 can be computed from the recently computed Xk

using the inverse of f̃ ,

Xk−1 = f̃−1(Xk,Uk−1, u
k−1
i ), k = 1, . . . , tfinal (7)

Applying both equation (6) and equation (7) to every set Xk is
similar to applying a non-causal state estimator [4].

Preliminary Results

A scenario of two vehicles is simulated, where, first, a vehicle i loiters
around a position and the vehicle j moves in a straight line.

Applying the algorithm on the data set provided by the simulation,
figure 2, shows that it provides a relatively accurate position estima-
tion of the targeted vehicle. In this figure, the red boxes represent a
projection of the set Xk of the (xOy) plane. One will notice that the
set Xk is made of multiple boxes, this is due to the bisection algorithm
[5, 6].

As the vehicle i has a relatively accurate position of the position of
the vehicle j, it can now maintain the formation by going to a desired
position knowing the set Xk where the other vehicle is. A strategy
based behavior [2] can be implemented to keep the formation as this
algorithm is symmetrical. For example, when j realizes that it is too
far from i and knows that the latter will not be able to maintain the
formation because of the speed limitation, it can loiter waiting for i to
catch up.
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(a) The black line represents the trajectory of j in
i’s frame.

(b) Zooming around the real position (represented
with the yellow ellipse) shows that it is closely sur-
rounded by the computed set Xtfinal

.

Figure 2: Set-Membership Inversion results.

Conclusion And Future Work

In this paper, a relative positioning based only on range information
has been developed. Even though the system is non-linear and non
observable, we showed that the set-membership approach can produce
a relatively accurate relative position estimation based only on ranging
measurements. The resulting position estimation can be enough to
maintain a given formation between the vehicles. Future work will
consist of simulating a swarm of AUVs all running the same algorithm.
A real-life experiment will also conducted to provide realistic data to
be studied as the modeling used for simulation is not as accurate.
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Introduction

Solving optimization problems is of paramount importance in many
real-life and scientific problems; polynomial global optimization prob-
lems form a significant part of them. One approach for their solution
is based on the expansion of a polynomial into Bernstein polynomials,
the so-called Bernstein form, see [1-5], [8]. This approach has the ad-
vantage that it does not require function evaluations which might be
costly if the degree of the polynomial is high.
Shorthand notation for multi-indices is used; a multi-index (i1, . . . ,
in) is abbreviated as i, where n is the number of variables. Compari-
son between and arithmetic operations with multi-indices are defined
entry-wise. For x = (x1, x2, . . . , xn) ∈ Rn, its monomials are defined

as xi :=
∏n

j=1 x
ij
j , and the abbreviations

∑k
i=0 :=

∑k1
i1=0 . . .

∑kn
in=0 and(

k
i

)
:=
∏n

α=1

(
kα
iα

)
are used.

SWIM 2015

113



We will consider the unit box u := [0, 1]n, since any compact
nonempty box x of Rn can be mapped affinely upon u. Let p be an n-
variate polynomial of degree l which can be represented in the power
form as p(x) =

∑l
i=0 aix

i. We expand p into Bernstein polynomials
over u as

p(x) =
k∑

i=0

b
(k)
i B

(k)
i (x), k ≥ l, (1)

where B
(k)
i is the i-th Bernstein polynomial of degree k, k ≥ l, defined

as

B
(k)
i (x) =

(
k

i

)
xi(1− x)k−i. (2)

The coefficients of this expansion are called the Bernstein coeffi-
cients of p over u and are given by

b
(k)
i =

i∑

j=0

(
i
j

)
(
k
j

)aj, 0 ≤ i ≤ k. (3)

The Bernstein coefficients can be organized in a multi-dimensional

array B(u) = (b
(k)
i )0≤i≤k, the so-called Bernstein patch.

The Bernstein coefficients provide lower and upper bounds for the
range of p(x) over u,

min b
(k)
i ≤ p(x) ≤ max b

(k)
i , for all x ∈ u. (4)

Equality holds in the left or right inequality in (4) if and only if the
minimum or the maximum, respectively, is attained at a vertex of u,
i.e., if ij ∈ {0, kj}, j = 1, . . . , n.

We can improve the enclosure for the range of p given by (4) by
elevating the degree k of the Bernstein expansion or by subdividing u.
The subdivision is more efficient than the degree elevation.
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From the Bernstein coefficients b
(k)
i of p over u, we can compute by

the de Casteljau algorithm the Bernstein coefficients over sub-boxes u1

and u2 resulting from subdividing u in the s-th direction, i.e.,

u1 := [0, 1]× . . .× [0, λ]× . . .× [0, 1],
u2 := [0, 1]× . . .× [λ, 1]× . . .× [0, 1],

(5)

for some λ ∈ (0, 1).
Bounding the range of a function over a box is an important task in

global optimization when a branch and bound approach is applied. In
the case that the optimization problem is convex we have the advantage
that each local minimum is also a global one. Therefore, it is useful
to know when a function is convex over a box. A well-known criterion
for convexity is that the Hessian matrix is positive definite.

Main results

In our talk we present the following results:

• We propose a new method for the computation of the Bernstein
coefficients of multivariate Bernstein polynomials which involves
matrix operations such as multiplication and transposition and
which is more efficient than the matrix method presented in [6].

• We present a new method for the calculation of the Bernstein co-
efficients over a sub-box by premultiplying the matrix representing
the Bernstein patch by matrices which depend on the intersection
point λ.

• As an application to global optimization, we propose a test for the
convexity of a polynomial p. This check depends on the interval
Hessian matrix that is obtained by the entry-wise application of
the range enclosure property (4). Following [7], we test the posi-
tive semidefiniteness of this interval matrix which leads to the test
for convexity of p.
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Introduction

The Restricted Three Body Problem is a model equation for motion of
a massless particle in the gravitational force of two large primaries. It
attracts attention of many researches also because of its applicability
to space missions, for instance the Genesis mission.

Main results

The system is given by





ẍ− 2ẏ = ∂Ω(x,y,z)
∂x

ÿ + 2ẋ = ∂Ω(x,y,z)
∂y

z̈ = ∂Ω(x,y,z)
∂z

(1)

where

Ω(x, y, z) =
1

2
(x2 + y2) +

1 − µ

d1
+
µ

d2

d1 =
√

(x+ µ)2 + y2 + z2,

d2 =
√

(x− 1 + µ)2 + y2 + z2.
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Our study is devoted to the analysis of an extended neighborhood for
the collinear equilibrium points of The Restricted Three Body Prob-
lem. It was observed by Robert Farquhar that there is a family of
symmetric, periodic orbits, parameterized by the amplitude ’z’. These
orbits are called Halo orbits. Although they were found numerically,
they have never been proven. We propose an algorithm for rigorous
validation that the family of Halo orbits bifurcates from the family
of well known planar Lyapunov orbits. We also give an algorithm for
rigorous continuation of the family of Halo orbits. The method uti-
lizes rigorous computation of higher order derivatives of well chosen
Poincare map with symmetry properties of the system. As an applica-
tion we give a computer assisted proof that the Halo orbits bifurcate
from the family of Lyapunov orbits for wide range of the parameters
µ that stand for the relative mass ratio of the two main bodies. For µ
corresponding to the Sun-Jupiter system we give a proof of the exis-
tence of a wide continuous branch of Halo orbits that undergo period
doubling bifurcation for some large amplitude ’z’. The computer as-
sisted proof uses rigorous ODE solvers and algorithms for computation
of Poincare maps from the CAPD library.
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Introduction

There are many powerful topological and smooth tools for studying
dynamics of maps. These are, in particular, the Interval Newton Op-
erator, Brouwer degree, covering relations, cone conditions and many
other.

In continuous time dynamical systems there are some tools that
can be used for validation of some properties without integration of
the system - for instance isolating blocks, Conley index and isolating
segments. It turns out, however, that using the concept of Poincaré
map combined with efficient ODE/PDE solver one can apply the well
known tools available for maps for studying continuous-time dynamics.
The applicability of this concept is proved by many examples, just to
mention few of them:

• chaos in the Lorenz, Rössler systems and Planar Circular Re-
stricted Three Body problem,

• the existence of choreographic solutions to the n-body problem,

• heteroclinic and homoclinic dynamics,

• various local bifurcations (like period doubling, homoclninic tan-
gencies) and global bifurcations (cocoon bifurcations, Shilnikov ho-
moclinic bifurcations),
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• the existence and uniform hyperbolicity of attractors,

• periodic solutions to delay and partial differential equations.

All the above results have been obtained by the authors by means of
Poincaré map techniques and ODE solvers. Therefore it is very impor-
tant to have a good numerical algorithms for rigorous computation of
Poincaré maps.

The talk will be based on our over 20 years of experience in de-
signing and implementation of rigorous ODE solvers and interval tools
for Poincaré maps. The software is available as a part of the CAPD
library.

Main results

It turns out that obtained enclosures for Poincaré map can be sig-
nificantly reduced by proper choice of Poincaré section. Even in the
case when the Poincaré section cannot be changed (for instance due
to some engineering reasons or presence of symmetries which should
be preserved) we can still manipulate coordinate system in which we
represent the arguments and values of Poincaré maps.

In the talk we will show that the optimal choice of Poincaré section
nearby periodic orbit is related to left eigenvectors of the derivative of
Poincaré map at a periodic point.

We will also give an algorithm for efficient computation of Poincaré
map in a given coordinate system that takes into account internal
representation of solutions in an ODE solver.

These heuristics are confirmed by tests we performed.
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