Tight Enclosure of Matrix Multiplication
with Level 3 BLAS
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Introduction

This talk is concerned with enclosure of a product of two matrices. Let
[F denote a set of floating-point numbers as defined in IEEE 754 [1]. For
A € F™" and B € F™*P| the concern is to obtain an interval matrix [C]
which encloses AB, namely, AB € [C]. Notations £1(-), £1a(:) and
fl,(-) mean that all operations in the parenthesis are evaluated by
floating-point arithmetic with rounding to nearest, rounding upward
and rounding downward, respectively. A well-know method for this
problem is to compute [C] := [f1y(AB),f1A(AB)], which involves
two matrix products.

Proposed Method

Recently, we developed enclosure methods for AB via three or five
floating-point matrix products, which often provide tighter results than
the well-known method. First, A and B are split into an unevaluated
sum of two matrices as follows

A= AD L A® B pBW L O ALBM — g1(4ANBOY (1)

where AN, A®) ¢ Frxr g BR) ¢ P and £1(ANBW) = AOBM)

means that no rounding error occurs in the evaluation of AMBWM.



Then, AB is enclosed by
AB = AWBW 4 AUB® 1 AP B
e f1(AVBW) 4 [f1,(AYB®) £1,(AVB)]
+[f15(APB), £1, (AP B)).

This method involves five matrix products.
Let a constant 3 be defined as

B = [(logy o — logy u)/2] . (2)
We define two vectors ¢ and 7 as follows:
op:=20.2" 7 =20 .2u
where
w; = [log, max |ai;|] for max laij] #0 , w; =0 for max lai;] =0,
vj = [logy max |bi;]] for max bij| #0 , v; =0 for %%ﬁ‘bzﬂ = 0.
If a suitable constant « in (2) can be set, then (1) is satisfied from the
following results
agjl) = fl((aij + Oi) — O'i), CLEJQ) = fl(aij — CLS)),
1 2 1
by = (b ) —T), b= £y - b)),
In the corresponding original methods in [2] a := n yields (1). How-
ever, even if & < m, we can prove (1) by a posteriori validation with
diagonal scaling. The details of the method and numerical results will
be shown in the presentation.
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